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Introduction 

Recent catastrophic failures of civil engineering infrastructure systems, such as the I-35 
Bridge collapse (Minneapolis, 2007), the PG&E gas pipeline explosion (San Bruno, 
2010) and the freight train derailment (Viareggio, 2009), have drawn attention on the need 
to better manage these complex engineered systems to ensure their safe use by the society.  

Structural health monitoring (SHM) has emerged over the past decade as an active, 
interdisciplinary research field dealing with the development of sensing technologies and 
data processing methods aimed to perform condition assessment and damage detection of 
structural systems.  

Though many advances have been made over the decade, some technological hurdles 
remain. For instance, high costs and laborious installations of monitoring systems hinder 
their widespread. In addition, a lack of user-friendly data processing algorithms that 
extract information from sensors data exists.  

Measuring displacements from civil structures is often challenging and costly with the 
conventional structural health monitoring applications. To overcome the drawbacks due 
to the wired solutions and the use of expensive equipment, alternative methods were 
recently developed. Many kinds of wireless sensors or indirect measurements have been 
prototyped, but most of them suffers of large time delays and accuracy issues.  

This thesis addresses some of these bottlenecks. The advancement of wireless sensors for 
cost-effective structural monitoring is at the core of the dissertation. Wireless sensors 
have the potential to reduce the cost of monitoring systems while offering onboard data 
processing capabilities for sensor-based data interrogation.  

Moreover, a Kalman filter-based data fusion is adopted to make a precise measurement 
of the displacements induced on civil structures. The needed accuracy in GPS 
measurements can be reached exploiting the real-time satellite corrections provided by a 
single reference station. For this reason, an approach based on the wireless 
communication and supported by GNSS receivers with three-axial accelerometers is 
introduced.  

The proposed system is validated, showing control mechanism and laboratory tests, in 
order to provide a reliable way that may be adopted in the real-time structural health 
monitoring and managed by remote control. 
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The thesis comes with two main innovative aspects. First, it is focused on the adopted 
wireless sensing technology including its field validation. The author activity addresses 
then the need to transmit the information, mainly in emergency situations, by satellites to 
the location where the collected data are supposed to be processed. 

The organization of the thesis is planned in six chapters and two appendices. A brief 
description of them is given below: 

Chapter 1 – Real-time structural health monitoring introduces the state of the art of 
the current systems used for measuring the structural response in civil engineering 
applications. SHM methods involving wired and wireless sensor are presented. A 
comparison between them follows. Benefits and challenges of a wireless sensing unit 
are investigated as well. 

Chapter 2 – A brief overview on compressive sensing provides an overview on the 
recent compression approaches adopted by several authors to reduce the amount of 
data traffic in Wireless sensor Networks (WSNs). In addition, the problem 
formulation and the protocols description of each method are presented. 

Chapter 3 – System architecture for the data collection is explored as one of the 
major topics of the thesis. The strategy for the local collection of the message through 
a WSN is discussed. The possibility to transmit the basic information to the “outside 
world” by a Wide Area Network (WAN) is faced, and a Kalman filtering based on a 
combination of accelerations and displacements is proposed to identify the critical 
issues of a civil infrastructure. 

Chapter 4 – Hardware and software integration presents the main components of the 
entire system. In particular, attention is focused on the wireless sensor platform, 
which is used as its data collection tool. A detailed description of implementation 
environment and communication protocol is provided, including details about its 
extended-range radio as well as the software design. 

Chapter 5 – Performance assessment summarizes the laboratory experimentations of 
the first prototype. A specialty test-bed was used, and field validations of the 
proposed system are carried out in order to show the reliability of a low-cost, low-
power protocol of communication between the sending side and the receiving one. 

Chapter 6 is reserved to the conclusions, highlighting achievements and key 
contributions of the thesis with a discussion on future extensions of the research.
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Chapter 1 Real-time structural health monitoring 

Real-time structural health monitoring (SHM) is considered a crucial procedure in the 
field of the civil engineering. It is based on the acquisition of structural responses and 
environmental factors in order to assess the structural conditions for potential 
maintenance actions. 

The first step is to identify the types of physical quantities to be monitored, which are 
generally affected by accuracy, user-friendliness, and cost of the measurement.   

Acceleration and displacement are the most widely measured responses for SHM to 
determine the dynamic characteristics, the stability and the soundness of large structures. 

The currently available techniques for measuring the displacements are divided into: (i) 
direct measurement, and (ii) indirect estimation approaches. The direct methods include 
linear variable differential transformers (LVDT), LASER-based transducers [1-2], and 
vision based system [3-9]. Their main drawbacks are the high costs and the 
synchronization issues when multiple points are required. Furthermore, the data 
acquisition systems have to be placed between a measurement point and a stationary 
reference, with challenging issues resulting from the need of wired connections. 

The indirect estimation approach converts other structural responses (i.e., acceleration 
and strain) to displacements on the basis of their physical relationships. However, it 
suffers from low accuracy by numerical errors and imperfect physical relationships. 

The conversion from acceleration to displacement also involves large low-frequency drift 
errors caused by the numerical integration in the discrete time domain [10]. For these 
reasons, this type of approach is not welcome for SHM applications. 

Accuracy enhancements are achieved by employing multiple responses, based on a data 
fusion model, to reduce the drawbacks of each single acquisition [11-13]. Indeed, the 
conversion of the acceleration can be improved by referencing displacement measured by 
a high precision GNSS (Global Navigation Satellite System) device in the Kalman 
filtering. This method has been actively studied in the GPS (Global Positioning System) 
navigation field, but it needs to make a post-data fusion between accelerations and 
displacements as well [14-21]. 
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The GPS has provided new opportunities for direct measurement of infrastructure 
deflections, which so far relied on different solutions such as liquid levels, plumb lines, 
laser interferometry, digital image processing for real-time tracking and variations on the 
motion detection of the reflected light sources. A differential GPS depends on the accurate 
measurement of transit times for radio waves from the satellite to the receiver, and 
promises direct and absolute measurement of deflection without the issues associated 
with the optical system [22]. 

A base station GPS antenna is set up on a stable reference location as close as possible to 
the monitored structure, with the line of sight at least for five GPS satellites. A rover 
antenna is installed on the structure, also with the satellite visibility. The locations of 
rover and base station are achieved through the appropriate geodetic coordinates. 
However, they have an own measure of inaccuracy that depends on factors affecting radio 
transmission times between the satellites and the receivers. Since the base station and the 
receiver are close each to the other, the factors should affect the signals in the same way. 
Moreover, the differences between the known position of the reference system and that 
one computed by the GPS can be transmitted as errors in real time to the rover, whose 
location is corrected to determine a more accurate fix. This Real Time Kinematic (RTK) 
form of GPS measurement [23] should be capable to provide positional accuracy better 
than 1cm at rates of 10Hz. Positional errors increase with the separation of the two 
devices, but it has been claimed [24] that accuracy of 1mm can be obtained using GPS, 
although not necessarily with real-time systems.  

The alternative to the real-time mode is the data processing after their acquisition by 
separate receivers. These data provide full information about signal transit times and 
satellite parameters, enabling the adoption of processing algorithms and the derivation of 
positional quality indicators. A recent development by the greater GPS equipment 
suppliers is the “virtual reference system” where location corrections are available from 
a national network of supplier-managed receivers. In this way, a dedicated base station is 
not needed. 

An extension of the Republic Plaza system [25] shows that real-time solutions can defect 
displacements of 2-3mm. The accuracy is difficult to evaluate due to the absence of 
reliable alternate measures, although having two rovers installed (separated by 11m) 
indicates the probable errors. Experience in this trial shows that variance errors can be as 
large as the normal movement of a building, which is in the range of a few centimeters. 

Other recent projects demonstrate the GPS potential for the monitoring performance for 
the Chicago project [26], where a fast offline processing is applied to the GPS data from 
three skyscrapers and radio mast measurements in Japan [27]. That is remarkable about 
the latter study is the identification of the mast response in the second vibration mode at 
2.16Hz, from 10Hz GPS data recorded during an earthquake signal. 
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In case that slower sample rates are required, an adaptive filtering can be implemented to 
remove the noise and to obtain more accurate static solutions. This technique is often used 
by the operators of dams and other structures, where slow movements are of particular 
concern as indicators of the structural health [28]. 

For further reading, proceedings of symposia and conferences organized by the 
International Federation of Surveyors (FIG) present a growing number of GPS 
applications to civil SHM on many classes of structure. The most successful applications 
are carried out where the base station can be located close to the structure and where the 
structural movements can be measured in centimeters with very slow dynamic or static 
movements. This makes GPS ideal for tracking performance of long-span suspension 
bridges, such as Akashi-Kaikyō and Tsing Ma [29], due to the very slow movements 
arising from the environmental loads. 

1.1 Tracking of civil infrastructure systems 

Modern cable-supported bridges carry enormous loads across great distances due to their 
designed capability to slightly move under varied conditions [30-34]. In Hong Kong, a 
Real Time Kinematic GPS monitoring system provides the centimeter-level accuracy (at 
any weather conditions) to detect the movements of some bridges beyond the normal 
ranges. Indeed, many of them can move from several centimeters to several meters under 
different types of loading conditions. 

Although these displacements may not create hazardous conditions for the traffic on the 
bridge, they increase in size, affecting the structural integrity and the maintenance needs 
of the bridge. The real-time GPS accuracy has recently improved to the centimeter-level 
precision, making it well suited to monitor the three-dimensional motion variations of the 
bridge in response to wind, temperature, and traffic loads. The next sections describe the 
layout and technical performance requirements of such a system. 

The Highways Department of Hong Kong Special Administrative Region designed the 
Wind and Structural Health Monitoring System (WASHMS) for three large cable-
supported bridges: Tsing Ma Bridge, Kap Shui Mun Bridge, and Ting Kau Bridge (TKB), 
in the Tsing Ma Control Area (TMCA) of western Hong Kong. 

1.2 The Ting Kau Bridge 

The Ting Kau Bridge (TKB) is a three-tower cable-stayed bridge with two main spans of 
448m and 475m, and two side spans of 127m [35-39]. The bridge deck is separated into 
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two carriageways with a width of 18.8m. Between them, three slender single-leg towers 
with heights of 170m, 194m, and 158m, respectively. Each carriageway consists of two 
longitudinal steel girders along the deck edges with steel cross girders at 4.5m intervals, 
and a concrete slab on top. They are linked with a 5.2m gap at 13.5m intervals by 
connecting cross girders. The deck is supported by 384 stay cables in four cable planes. 

The unique feature of the bridge is its arrangement of the three single-leg towers, which 
are strengthened by longitudinal and transverse stabilizing cables. Eight longitudinal 
stabilizing cables with lengths up to 465m are used to diagonally connect the top of the 
central tower to the side towers, while 64 transverse stabilizing cables are used to 
strengthen the three towers in the lateral direction. 

Since it is part of a long-term SHM system devised by the Hong Kong SAR Government 
Highways Department, more than 230 sensors have been permanently installed on the 
TKB after completing the bridge construction in 1999 [40, 41]. The sensors deployed on 
the bridge include accelerometers, strain gauges, displacement transducers, anemometers, 
temperature sensors, GPS, and weigh-in-motion sensors [42, 43]. The layout of the 
accelerometers at the eight deck sections on the TKB is shown in Figure 1.1. 

 

 
Figure 1.1 TKB and layout of accelerometers on bridge deck 

 

Overall, 24 uniaxial accelerometers, 20 bi-axial accelerometers and 1 three-axial 
accelerometer (totally 67 accelerometer channels) are permanently installed at the deck 
of the two main spans and two side spans, the longitudinal stabilizing cables, the top of 
the three towers, and the base of the central tower to monitor the dynamic response of the 
bridge. Figure 1.2 illustrates the deployment of the accelerometers on the four deck 
sections of the TKB with a sampling frequency of 25.6Hz. 
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Figure 1.2 Deployment of accelerometers on four deck sections 

 

The modular concept used for the structural health monitoring of the Ting Kau Bridge 
had a significant influence on the design of the new SHM systems in Hong Kong and 
China [44]. There are six integrated modules, which include: (i) the sensory system, (ii) 
the data acquisition and transmission system, (iii) the data processing and control system, 
(iv) the structural health evaluation system, (v) the structural-health data management 
system, and (vi) the inspection and maintenance system.  

The first one is the sensory system. It is referred to the sensors and their corresponding 
interfacing units for input signals gathered from various monitoring equipment. These 
sensors are categorized into four groups. The first group consists of the sensors for 
monitoring of environmental status and effects. They include anemometers, temperature 
sensors, corrosion cells, hygrometers, barometers, and rainfall gauges. The second group 
is made of the sensors for monitoring traffic loads, which include dynamic weight-in-
motion stations, digital video cameras and dynamic strain gauges. The third group 
includes the sensors for monitoring the bridge characteristics that include fixed and 
removable or portable servo-type accelerometers, global positioning systems, level 
sensing stations, and dynamic strain gauges. The fourth group collects the sensors for 
monitoring bridge responses. They include dynamic strain gauges, static strain gauges, 
displacement transducers, global positioning systems, tilt meters, fixed servo-type 
accelerometers, buffer sensors, bearing sensors and tension magnetic gauges. 

The second module is the Data Acquisition and Transmission System (DATS). The 
DATS is composed of four sub-system, which are Data Acquisition System (DAS), Local 
Cabling Network System (LCNS), Global Cabling Network System (GCNS), and 
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Commercial Cabling Network System (CCNS). The DAS is composed of several fixed 
and portable PC-based Data Acquisition Units (DAUs). The fixed DAUs are permanently 
installed in the bridge deck/towers for the collection and the processing of signals 
received from the sensory system. The portable DAUs are used to collect signals from 
portable servo-type accelerometers and corrosion cells. The LCNS is composed of two 
local cabling networks. The first is the copper cabling network for the transmission of the 
signals from the sensory system to the DAUs. The second is the fiber optic cabling 
network for the transmission of the signals from the Global Positioning System to the 
DAUs. The GCNS is composed of two backbone cabling networks. The first is the 
electro-magnetic signal transmission cabling network for the transmission of the digitized 
signals. The second one is the digital video signal transmission cabling network for the 
transmission of digital video signals. The CCNS is the leased high speed line with a data 
transmission rate of no less than 40Mbps for data communication. 

The third module is the Data Processing and Control System (DPCS). It is located in the 
Bridge Monitoring Room, and is made of two high performance computers (DPCS-1 and 
DPCS-2). They are equipped with customized software and standard software packages. 

The fourth module is the Structural Health Evaluation System (SHES). It carries out the 
off-time structural health evaluation process. It is made of two sets of multi-processor 
Itanium-2 servers, each equipped with a control console, and two Itanium-2 workstations. 
The servers are devised to act as a solver for all numerical and statistical analytical work. 

The fifth module is the Structural Health Data Management System (SHDMS). It is a data 
warehouse, and the source of data is mainly supplied from the severs DPCS-1 and DPCS-
2. These severs are the operational data stores for data processing and analysis. 

The sixth module is the Inspection and Maintenance System (I&MS). It is made of two 
notebook computers (I&MS-1 and I&MS-2) and a tool-box. Its function is devised to 
carry out inspection and maintenance works on the sensory system, the Data Acquisition 
Units, the Local Cabling Network Systems and the Global Cabling Network Systems. All 
information regarding system design, system installation, system operation and system 
maintenance is stored and operated in I&MS-1. All manuals regarding system operation 
and maintenance are stored and operated in I&MS-2. The toolbox is for carrying out 
inspection and mirror remedial works. 

1.2.1 The GPS-OSIS 

The structural design of the cable-supported bridges is based on displacements. 
Displacements or movements of cables, decks, and towers that deviate from the designed 
geometrical configurations will redistribute stresses and strains among the bridge 
components, affecting the load-carrying capacity of the whole bridge. 
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Until recently, the WASHMS for Tsing Ma Bridge (TMB), Kap Shui Mun Bridge 
(KSMB) and Ting Kau Bridge (TKB) consisted of 774 sensors in seven main types: 
anemometers, temperature sensors, dynamic weigh-in-motion sensors, accelerometers, 
displacement transducers, level sensing stations, and strain gauges. 

The commissioning of the real-time GPS On-Structure Instrumentation System (GPS-
OSIS) in January 2001 brought an additional 29 sensors into the overall system. Now 
operational, the GPS-OSIS operates as an additional integral system to the existing 
WASHMS for improving efficiency and accuracy of the bridge health monitoring works. 

Although the geometrical configurations of the three bridges are measured by the annual 
TMCA geodetic survey, they are used for monitoring geometrical variations due to 
permanent and long-term structural actions such as dead loads and super-imposed dead 
loads. Geodetic surveying cannot detect the instant responses of the bridges to transient 
and variable structural actions such as primary live loads. Before the GPS deployment, 
the accelerometers monitored the geometrical variations, but this method is due to 
uncertainties or unknown integration constants. Therefore, it only provides relative local 
displacements at measurement locations, and does not give overall absolute 
displacements. 

This difference becomes very important in the case, for instance, of: (i) strong wind 
swaying the bridge deck alignment steadily to one side, (ii) daily temperature variation 
raising, or (iii) lowering bridge deck level. In addition, it is needed to sustain these 
changes over a specific period before returning to normal position. The accelerometers 
can not detect such continuous or steady displacement of the massive deck, but only 
instant local vibration, and they do not give an overall true or absolute displacement. Their 
limitation in detecting the slow global displacement would introduce an error in the 
mathematical derivations. 

In the past, level sensing stations and servo-type accelerometers monitored the bridge 
responses in TMCA. The level sensing stations, at a sampling rate of 2.56Hz, provide 
real-time monitoring of displacements, with a measurement accuracy of 2mm at the 
typical deck sections and at the vertical planes only. These level sensing stations are used 
only on the TMB and KSMB, but not on TKB, because the installation cost of the pipeline 
systems along the bridge would be high. 

However, they can not measure the lateral and longitudinal displacements of the deck 
sections in the horizontal plane. High precision servo-type accelerometers monitor the 
local vertical, lateral and rotational accelerations of the decks, cables and bridge-towers 
of TMB, KSMB and TKB.  A displacement monitoring requires double-integration of the 
measured acceleration data to determine the three-dimensional motions of the three cable-
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supported bridges. Because the natural frequencies of the decks are of very low values, 
double-integration of their accelerations may not reflect the actual displacement values. 

After trial tests carried out on TMB in 1999 and 2000 that demonstrated GPS applicability 
and the required accuracy level, the HyD decided to employ GPS with the RTK function 
to monitor the displacements of the three cable-supported bridges. The GPS-OSIS 
monitors real-time motions of the main suspension cables, decks, and bridge towers of 
TMB, KSMB, and TKB. It derives the relevant stress status acting on the major bridge 
components. At last, it works with other WASHMS instrumentation systems to monitor 
the overall bridge health and the schedule inspections/maintenance activities. 

1.2.1.1 System Description 

The real-time GPS On-Structure Instrumentation System (GPS-OSIS) consists of five 
sub-systems: the GPS receivers, a local data acquisition system, a global data acquisition 
system, a computer system, and a fiber optic network (Figure 1.3). 

 

 
Figure 1.3 GPS-OSIS structure 

 

The GPS-OSIS improves the efficiency and the accuracy of the WASHMS monitoring 
and evaluation activities by:  

- reporting displacements, reflecting loading and stress conditions, 

- providing more information to estimate distribution of stresses and strains in the 
major bridge components, 
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- documenting abnormal loading incidents such as typhoons, earthquakes, traffic 
overloads, and ship collisions with bridge piers, 

- detecting damage or accumulated damage in the main bridge components, 

- estimating bridge load-carrying capacities and validating design assumptions 
and parameters, 

- providing information for planning and scheduling bridge inspection and 
maintenance activities. 

The GPS sensory system is made of two base reference stations and 27 dual-frequency, 
24-channel, carrier-phase rover stations, which collect data at a 10Hz sampling rate with 
a position latency less than 0.03s. 

The local data acquisition system consists of three junction cabinets with fiber optic 
multiplexers, one on each bridge. One cabinet with fiber optic multiplexers in the bridge 
monitoring room constitutes the global data acquisition system. The GPS computer 
system is composed by two workstations and a custom software system. The fiber optic 
network includes 6.5km of single mode fiber and 18km of multimode one. 

The real-time bridge monitoring with a centimeter level precision has a time delay of 
approximately two seconds to show the bridge motions in the monitoring room due to 
data transmission, processing, and graphical conversion times. Since it is an integrity 
monitoring system, two base reference stations monitor the quality of the RTK correction 
broadcast and its performance, including GPS availability and geometry. The GPS-OSIS 
operates 24 hours a day with an automatic control for data acquisition, processing, 
archiving, display, and storage. The GPS data post-processing with the relevant data from 
other WASHMS sensors provides the structural evaluation needed by HyD engineers. 

1.2.1.2 Receivers location 

The rover receivers has been installed on bridge locations where one expects to see 
maximum displacements: at the edges of deck sections, at mid span and quarter spans, 
where applicable, and at tower tops. Figure 1.4 shows TKB rover locations for the 
displacement measurements. 
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Figure 1.4 Location of GPS rover receivers on the Ting Kau Bridge 

 

Most GPS receivers are adjacent to the level sensing stations or to the accelerometers. In 
this way, it is possible to compare the GPS results with data from other sensors. 

The reference stations are carried out by choke-ring antennas (with domes) to reduce 
interferences, RF jamming, and vibration. Due to size and weight considerations, rover 
positions used micro-band antennas. In order to reduce signal interference from physical 
obstruction, all rovers are mounted with view angles greater than 15 degrees, taking care 
to avoid obstructions caused by double-decker buses and high-body vehicles running in 
the slow vehicle lane closest to the bridge edges. 

The GPS-OSIS provides real-time motions of bridge decks at 10Hz. It also derives the 
variation in geometrical configuration at centerlines of deck sections and records the time-
history motions of the bridges at measuring locations. At last, it performs similar 
monitoring procedures for the towers. 

The position latency in the GPS sensory system is less than 0.03 seconds, significantly 
better than evaluated by the GPS systems in 1992. The RTK technique measures bridge 
displacement even when the bridge components move at irregular speed (i.e., the 
aerodynamic effects under varying the wind conditions). To fully monitor the bridge 
structural health, one needs to see its structural response to such conditions (whose time 
of occurrence is acquired by other sensors) within this 30 millisecond timeframe. 
Therefore, it is well note that the raw GPS data achieved through the RTK method meets 
the basic requirements for the real-time displacement monitoring. 
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1.3 The Akashi Kaikyō Bridge 

The health monitoring of long-span bridges has been also one of particular concerns of 
the engineering community in Japan [45]. Effective monitoring, reliable data analysis, 
rational data interpretation and correct decision-making are challenging problems for the 
engineers specialized in this field. A current practice is represented by the Akashi Kaikyō 
Bridge monitoring system (Figure 1.5). 

 

 
Figure 1.5 General view of Akashi Kaikyō Bridge 

 

Figure 1.5 shows a general view of the Akashi Kaikyō Bridge. It is a three-span 
suspension bridge, with a center span of 1991m and two side spans of 960m. Two 
anchorages, 1A and 4A, were constructed on the reclaimed land on both shores. Two 
tower foundations, 2P and 3P, were constructed in the deep sea. Towers, cables and 
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stiffening girders are of steel. The top of the tower is 297m above the sea. The stiffening 
girder is a truss girder [46].  

Due to the type of long span bridge, the design adopted some newly developed design 
codes for aerodynamic, seismic stability and design constants. Some newly developed 
challenging technologies that have been applied in Akashi Kaikyō Bridge are: wind 
resistant design, seismic design, run ability of train on suspension bridge, large-scale 
underwater foundation, working platform on the sea and seabed excavation method [47]. 

The dynamic response against strong wind and earthquake are subjected to unknown 
factors those are uneasy to predict. Therefore, it is necessary to establish a monitoring 
system that can collect data on dynamic response of the bridge in order to verify the 
assumptions and constant used for the design due to strong wind and earthquake. The 
wind load for long-span bridges has great importance in their structural design. It usually 
consists of time averaged wind force and some contribution of the dynamic response due 
to the wind fluctuation, but there still remain uncertainties in expression of wind 
characteristics to define the accurate and reliable wind load. 

To overcome this it will be important to compile information of the wind at many bridge 
site [48]. As the example of monitoring results, the deformation characteristics of the 
bridge response due to typhoon are elucidated. By comparing the analyzed simulation 
results through wind tunnel test and field-measured results [49], the reliability of the 
current monitoring system is confirmed. 

Furthermore, by applying newly developed technology in intelligent material (TRIP 
steels) and intelligent measurement systems [50], together with recent development of 
information and telecommunication infrastructure technology [51], a better constructive 
monitoring system has been managed [52]. Particularly, this new bridge management can 
include remote monitoring to obtain key information concerning bridge structural health, 
such as, relative motion, fatigue, and true stress occurred in structure member that in an 
accumulated and combined way contribute to the damage profile of the structure. This 
proposed system is easily accessible, economically feasible and durable to provide 
information for structural health maintenance. Specifically, the newly developed 
technology to monitor peak displacements at bridge pedestal dampers and true-stresses in 
main cables and anchorages of bridges is discussed. 

The current long span bridge monitoring system was developed to be a reliable device to 
observe the bridge in earthquake and/or typhoon accurately, besides have a self-check 
function to sense the disorder of the system itself. 



Michele Vece  Shifting from a standard to an emergency protocol of communication 

 

15 

 

1.3.1 Monitoring purposes 

Generally, the objectives of long bridge monitoring are the design verification, the 
structural maintenance, and the traffic management. The scope of monitoring includes 
two main types of parameters: the load effects, and the responses. The load effects refer 
to those due to wind, earthquake, temperature and live loads (movements, highways or 
railways). The responses refer to displacements, accelerations, stresses, strains and forces 
of the members of bridge structure, and displacements and stresses of main cables.  

Japan as a country in which natural hazards occurs frequently, such as, typhoon and 
earthquake, monitoring of the peak displacements and real stresses of the main cables and 
their anchorages are the important subjects to be considered. The primary monitoring 
items due to design verification of Akashi Kaikyō Bridge is shown in Table 1.1. 

 
Table 1.1 Design verification monitoring items [53] 

Item Main focus Measured parameter 

Earthquake 
characteristics 

Seismic motion and magnitude 

Acceleration 
Earthquake frequency characteristics 

Ground characteristics 

Phase difference 

Earthquake 
dynamic response 

Acting seismic force  Response acceleration 

Displacement  
Displacement  

Natural frequency 

Superstructure seismic motion Response acceleration 

Wind 
characteristics 

Basic wind speed 
Wind direction, and 

wind speed Design wind speed 

Variable wind speed characteristics 

Wind dynamic 
response 

Superstructure natural frequency Response acceleration 

Vibration mode configuration Displacement  

Displacement Predominant frequency 

Structural damping Wind speed, and response acc. 

Gust response Action of main tower Response displacement 
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1.3.2 Sensor configuration 

In this chapter, the dynamical monitoring of Akashi Kaikyō Bridge is highlighted. In 
particular, Figure 1.6 shows the sensor configuration of the world longest suspension 
bridge. 

 

 
Figure 1.6 Sensor configuration of Akashi Kaikyō Bridge 

 

As shown in Figure 1.6 following devices were installed: 

- two seismometers were installed in 1A and 4A. To avoid response vibration 
influence of the 1A foundation to the original seismic motion, the seismometer 
at this point was installed at a place that has a distance about 100 meters from 
bridge axis. Another seismometer at 4A was installed at approximately T.P. –20 
meters in the granite rock near the 4A concrete block. 

- in order to determine the wind characteristics of the bridge structure, the 
distribution of directional wind speed is measured in the longitudinal and 
transversal directions. To monitor spatial correlation in the horizontal direction, 
the anemometer is installed in the middle of center span. 

- to verify the real dynamic structural behavior due to earthquake of each 
foundation with design values, a three-component accelerometer was installed 
in at least one location on each foundation. 

- velocity gauges were installed to monitor the vibration response due to wind and 
earthquake of the girders and main tower. 
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- GPS units were installed on the tops of the 1A and 2P tower and in the middle 
of the center span [54]. The coordinate of 1A was fixed as original point (OPT 
= Original Point Terminal), and other measure point displacements (MPT = 
Measure Point Terminal) were calculated in longitudinal, vertical and 
transversal components. 

- displacement gauges were installed on the west and east edges of the 2P center-
span side, and on the west side of the 3P side-span. 

- since the main tower has a height approximate to 300m, it was confirmed 
through wind tunnel test that vortex oscillation would occur following a wind 
speed even lower than design wind speed. For stabilization purpose, Tuned mass 
damper (TMDs) were installed inside the tower and its displacement were 
measured by displacement gauges. 

- three cable thermometers were installed in order to compensate with the 
displacement measured by GPS, and one atmospheric thermometer was installed 
in the middle of the center span. 

1.3.3 System network 

The monitoring system network of Akashi Kaikyō Bridge is shown in Figure 1.7 and 
consists of four parts: terminal, workstation, data processor, and data control device. 

 

 
Figure 1.7 Monitoring system network of Akashi Kaikyō Bridge 
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Monitoring sensors were divided into blocks based on their location of installation, and 
adding with data converters and transmitters, terminals were established for each block. 
Collected data at each terminal is transmitted digitally by optic fibers, and those are 
concentrated by a network workstation located in the 1A information unit room. 

The data processor located in the 1A information unit room was divided into a data 
collection portion (mainly for trigger detection and data storage) and a processing portion 
(to display the monitoring data). 

Data control device was used for analyzing recorded data, such as, time history data 
graphing, statistical and analytical processing. The data was formed into a database by a 
data processor located in control room at Tarumi junction. 

1.4 Limitation and opportunities 

The sensors have became quickly popular for their relatively low cost as well as higher 
reliability compared to the traditional inspection methods. The most common sensor types 
include accelerometer, strain gauge, and inclinometer. Due to the inexpensive cost of 
wired sensors, large amount of them can be installed to generate detailed information on 
the stress of the different bridge locations and to understand the stress level of embedded 
reinforcement or concrete deck. However, one of the main drawbacks in the usage of 
wired-sensors is the wiring system that connects the sensors with the central server, which 
required labor-intensive cabling [55].  

Indeed, each sensor installed has to be connected to a data acquisition system in order to 
transmit the collected data and to be power supplied. Using a large number of sensors, 
the amount of cables involved will increase accordingly. Intensive cabling will result in 
great amount of labor cost along with the cost of the cable itself. Since the sensors are 
directly connected to the central system, the communication among the sensors has to be 
restrained. 

In recent years, the wireless feature has been introduced to the sensors used in civil 
structural health monitoring. With already reliable and accurate sensor devices, the 
wireless feature brought the SHM into a brand new level. Portability and reusability of 
the wireless sensors are the great benefits over the wired devices. After the vibration 
monitoring experiment performed on Dongying Huanghe River Bridge [56], it was 
concluded that the wireless sensors provide flexibility and reduce the number of sensors 
required, since they can be easily installed and removed in a short duration of time. With 
the easiness in reinstallation of wireless sensors, multiple tests can be conducted at 
different sets of locations on the same bridge. Therefore, a wireless sensor provides a 
more economical and effective way to perform the health monitoring of a bridge. 



Michele Vece  Shifting from a standard to an emergency protocol of communication 

 

19 

 

Due to the wireless feature, the sensors require batteries as the power sources. As a result, 
the power supply is limited and the batteries need to be replaced periodically. However, 
several adjustments have been suggested by other authors [57-64] to reduce the power 
consumption by the sensors in different aspects. First, operating the wireless sensors at 
low duty cycle can extend the monitoring period. It is important to select ultra-low power 
hardware (i.e., sensors, microprocessor, and antenna) to minimize the power consumption 
of the sensor nodes. In addition, programming the sensor nodes to send valuable 
information instead of raw data can significantly extend battery life as well. At last, using 
data communication method such as multi-hop networks can help in reducing power 
consumption. With advantages such as portability, reusability and convenience over 
wired sensors, the wireless sensors are clearly an outstanding, reliable and cost effective 
option to use for SHM purposes. 

1.4.1 Features of a WSN 

A Wireless Sensor Network (WSN) consists of spatially distributed autonomous wireless 
sensors to monitor physical or environmental conditions such as temperature, sound, 
vibration, pressure, motion or pollutants. Moreover, it has to cooperatively pass their data 
through the wireless network to a main location [65]. 

The WSN is made of some nodes, from a few to several hundreds or even thousands, 
where each node is connected to one or several sensors. Each sensor network node is 
typically composed by several parts: 

- a radio transceiver with an internal antenna or connection to an external one, 

- a microcontroller with a memory,  

- an Analog to Digital Converter (ADC),  

- a signal conditioner for interfacing with the sensors,  

- a power management, and  

- an energy source (i.e., batteries or other forms of energy harvesting).  

The typology of the WSN can vary from a simple “star” network to an advanced “multi-
hop wireless mesh” network. The propagation technique between the hops of the network 
can be carried out by routing or flooding.  

There are many broadly used standard wireless technologies, which can be used for a 
wireless sensor, like Cellular network, Wi-Fi and Bluetooth. Although they are mature 
and popular, these technologies do not feature low-cost and low-power. These two 
features are addressed only by IEEE802.15.4, and ZigBee. 
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The emerging ZigBee™ protocol is a specification for a suite of high-level 
communication protocols using small, low-power digital radio based on the IEEE 
802.15.4 standard for wireless personal area networks (WPANs). ZigBee™ is poised to 
become the global control/sensor network standard. It can be simply implemented and 
contains features like low power consumption and low data rate. The focus of ZigBee™ 
technique is to define a general-purpose, low-cost, low-power, self-organizing mesh 
network that can be used for various applications where low data transfer rate is sufficient. 

Low cost allows the technology to be widely deployed in wireless control and monitoring 
applications. Low power allows longer life with smaller batteries. Mesh networking 
provides high reliability and a more extensive range. 

 

 
Figure 1.8 The block diagram of an ideal autonomous wireless sensor 

  
In recent years, some new concepts marked in bold in the Figure 1.8 for a WSN are 
emerged: actuator management, energy harvesting and storage for self-powered perpetual 
wireless sensor, self-positioning and mobility. 
Conventional wireless sensor network can only offer monitoring function. However, its 
functionality can be extended to include actuation capabilities by integrating an actuation 
signal generation module for controlling an actuator. For instance, in [66] the authors 
proposed a wireless sensor prototype capable of data acquisition, computational analysis 
and actuation to use in a structure control system with a semi-active magnetorheological 
(MR) damper as the actuator. 

Besides integration of actuator in a wireless sensor network, mobility is another attractive 
function for structural health monitoring. Compared with static sensors, mobile sensor 
networks offer flexible system architectures with adaptive spatial resolutions. The authors 
in [67] propose a mobile sensing node that is capable of maneuvering on structures built 
with ferromagnetic materials. The mobile sensing node can also attach/detach an 
accelerometer into/from the structural surface. 
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There are also many other bio-inspired robot techniques which have the potential to 
provide mobility for wireless sensor. The authors in [68] propose proposes two small-
scale agile wall climbing robots, Geckobot and Waalbot, able to navigate on smooth 
vertical surfaces, which use adhesive materials for attachment. Geckobot is a lizard-
inspired climbing robot with similar kinematics to a gecko-climbing gait. Waalbot uses 
two actuated legs with rotary motion and two passive revolute joints at each foot. The 
authors in [69] propose a RiSE robot, which is a biologically inspired to a six-legged 
climbing robot and designed for general mobility in scansorial environments (i.e., vertical 
walls, horizontal ledges, ground level). The authors in [70] propose a new bio-inspired 
climbing robot designed to scale smooth vertical surfaces using directional adhesive 
materials. The robot, called Stickybot, draws its inspiration from geckos and other 
climbing lizards. It employs similar compliance and force control strategies to climb 
smooth vertical surfaces including glass, tile and plastic panels. 

Self-positioning is another desirable feature for a wireless sensor. Position itself is an 
importance physical variable for a wireless sensor. In structural monitoring, the 
positioning sensor can be used to monitor the deformation or displacement of a structure 
[71]. Combining the feature of mobility and self-positioning, it is possible for the wireless 
sensor to autonomously move to a designated location. 

There are many positioning technologies available with different accuracy. Besides the 
well known and broadly used out-door GPS technique, there are many other methods 
appropriate for in-door positioning, including received signal strength (RSS), angle of 
arrival (AOA), time of arrival (TOA), round trip time of flight (RTOF) and time 
difference of arrival (TDOA) [72]. Especially, the IEEE802.15.4 physical layers standard 
is updated to IEEE802.15.4a, which is capable of TOA distance measurement through 
two additional physical layers using ultra-wideband (UWB) and chirp spread spectrum 
(CSS) [73]. 

1.4.2 Challenges for WSNs 

For structural health monitoring purposes, one needs to read acceleration signals down to 
500μG (1G is the gravity) [74], at a frequency higher than 100Hz synchronously at all 
nodes. In addition to these real-time, high fidelity performance requirements, there are 
other ones. Monitoring needs be economical. The cost includes the system itself, 
installation, and maintenance. We do not want to disturb the structure being monitored, 
and introduce no hazards. The requirements of a Structural Health Monitoring can be 
challenging to WSN for the following reasons: 
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- High accuracy of sample, it means the final reading needs to detect signals down 
to 500μG without significant distortion. Sources of distortion include the noise 
floor of the system, installation error, and temperature variation. 

- High-frequency sampling, it implies a low variation in sampling intervals (jitter). 

- Time synchronization, sampling needs to start at the same time on all nodes. 
Furthermore, this needs be done in spite of differences in drift of each clock. 

- Large-scale multi-hop network, in case the structure spans a long distance (i.e., 
1km), it is impossible to cover the entire structure with single hop 
communication, and a multi-hop network is necessary to provide connectivity. 

- Reliable command dissemination, if one fails to start some nodes the data for 
those points will be missed, making analysis very difficult or impossible. 

- Reliable data collection, data needs to be transferred reliably as well. 

As in many other WSN applications, synchronization of the network is highly desirable 
in SHM applications. However, because of the specific features in SHM (i.e., high 
sampling frequency and extended sensing duration) synchronization of data is not 
automatically guaranteed even with accurately synchronized clocks. For this reason, it is 
important to face the specific features and the imposed challenges in the time 
synchronization of a WSN [75-83]. 

1.4.2.1 Synchronized clocks and sensing 

One of the distinct features of SHM is that data are typically collected at high frequency. 
Civil engineering structures vibrate at high frequency, and a sampling rate that is at least 
twice of the frequency of interest is needed to capture the meaningful dynamic responses. 
In addition, responses at high frequency are more sensitive to local damage and the 
accuracy of time synchronization at high frequency is of great importance for damage 
detection. For instance, a 1ms synchronization error between two measured acceleration 
responses will result in 3.6° error in phase angle at 10Hz and 36° error at 100Hz [84]. 

Some authors performed experimental modal analysis on a simply supported beam and 
illustrated that a small time shift (30μs) at one sensor location resulted in a noticeable 
error in mode shapes, especially for higher-order modes [85]. For damage detection 
methods that rely on mode shape information, such as Modal Strain Energy-based 
Methods [86, 87] and Modal curvature-based methods [88], the mode shape error due to 
such a small inaccuracy in time synchronization, depending on applications, can lead to 
false results in damage detection. 
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For the Jindo Bridge WSNs, the deck and cable vibrations were measured at 25Hz and 
50Hz, respectively. The cable network uses a higher sampling frequency because the 
maximum cable modal frequency required for calculating cable tension is around 20Hz 
[89]. For the Government Bridge, acceleration responses were measured at 50Hz in order 
to capture damage-sensitive modal information [90]. Other civil engineering structures 
such as low-rise buildings can have even higher natural frequencies and higher sampling 
rates are required when monitoring these structures. 

Because of the stringent requirement of synchronization accuracy in the measured data, 
accurate synchronization of the clocks in a WSN is not always adequate in SHM. 
Synchronized clocks do not guarantee synchronized data because of three main factors 
related to both software and hardware issues as summarized in [84]. First, due to the 
random variation of the processing time in the sensor board driver, the sensors do not start 
sensing at exactly the same time. Moreover, the low-cost wireless smart sensors are often 
equipped with low-quality crystals. Therefore, the actual sampling frequencies among the 
sensor nodes are different and the sampling frequency for each individual sensor node 
can also fluctuate over time because of jitter. It is well note also that because of software 
timing issues, compared with real-time Operating Systems, the randomness in sensing 
start time is more prominent in sensors implemented on event-driven operating system 
platforms such as TinyOS. 

1.4.2.2 Extended sensing duration 

Compared with other monitoring applications such as environmental monitoring, in 
which a single or a few data points are collected during a sensing event, sensing for SHM 
is characterized by much more sampled data points and therefore requires longer sensing 
duration (minutes or even hours). One reason is that a large number of data points are 
needed to extract meaningful information of structural characteristics. For instance, under 
a given frequency bandwidth, more data points provide higher resolution once the data is 
converted into the frequency domain. Therefore, higher accuracy of estimated modal 
frequencies can be achieved. In addition, extended sensing duration is required to fully 
capture a transient event such as  the swinging process of the Government Bridge and the 
forced vibration due to a train crossing the bridge. 

In the case of Jindo Bridge network, for each sensing task, 10000 data points were 
collected at 25Hz, resulting in 400s of sensing duration. For the Government Bridge, to 
capture the entire vibration response during a swing event, 10 minutes of data was 
collected at 50Hz because the swinging takes about 7 minutes. Also to capture the 
complete record of the forced vibration caused by a train crossing the bridge, which takes 
about 10 minutes, longer sensing duration is required. 
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A direct impact of extended sensing duration is that the effect of clock skew becomes 
significant. Clock skew is a phenomenon that two clocks drift away from each other 
because of differential clock speed. Even though the clocks were accurately synchronized 
when sensing started, they can drift away from each other during sensing and cause errors 
in timestamps, which in turn leads to synchronization error in the sampled data. The 
authors in [84] tested Imote2 nodes and estimated the maximum clock drift rate among 
the tested set of nodes to be around 50μs per second, which can lead to 20ms 
synchronization error after a 400-s measurement. Appropriate clock skew compensation 
is necessary to eliminate or reduce such an impact. 

1.4.2.3 Temperature variation during sensing 

Structural Health Monitoring systems are typically deployed in outdoor environment 
where temperature can change drastically during a short period of time. For example, 
sensors that are in the shade at the beginning of sensing can soon come under direct 
sunlight, which can heat up the sensor quickly and introduce large temperature variation 
during sensing period. 

In addition, sensing for SHM occurs at high frequency and lasts for long period of time 
and therefore can generate a lot of heat, resulting in temperature change on the sensor 
board. Some authors performed 10-min sensing using Imote2s and SHM-A sensor boards 
[91]. Temperature readings were collected during the process. The onboard temperatures 
of Imote2s increased by almost 6°C because of the heat generated by the Imote2 CPU and 
the analog-to-digital converter (ADC) chip on the SHM-A board. 

Nonlinear clock drift is a direct consequence of temperature change during sensing. The 
clock of a wireless smart sensor is typically driven by a quartz crystal, whose resonant 
frequency is temperature dependent. Other authors showed clear correlation between 
temperature and different pairs of clocks exhibit different clock skew change patterns 
with respect to temperature [92]. In the aforementioned experiments, i.e., [91], significant 
nonlinearity in clock drift was observed induced by temperature change during sensing. 

1.4.2.4 Rapid response to transient events 

To conserve energy, smart sensors are often designed to spend most of their time in deep 
sleep mode and wake up periodically to listen for external commands. After waking up, 
if the network receives a command to collect data, it has to be synchronized again before 
starting sensing. Therefore, a delay is introduced between the reception of the command 
and the start of sensing because of the need for resynchronization. Such a delay may cause 
the entire transient event such as earthquakes to be missed.  
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For instance, in the case of the Jindo Bridge network, the resynchronization takes 30s to 
collect beacon packets to estimate the linear clock drift rate, which is used later to perform 
drift compensation for the data timestamps. 

In the Government Bridge case, when the sentry sensor detects the movement of the swing 
span, it has to wake up the entire network first and perform resynchronization before the 
collection of data; therefore, a significant portion of the swing event is missed. Although 
the time needed for waking up the network also contributes to the delay, minimizing the 
delay due to time synchronization is critical towards capturing the entire transient 
structural response. 
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Chapter 2 A brief overview on compressive sensing 

Advanced studies have enabled the development of low-cost, low power devices that 
integrate sensing, processing and wireless communication capabilities [1-3]. These 
devices, named sensor nodes, implement a Wireless Sensor Network (WSN), which 
allows one to monitor the behavior of civil structures, during forced vibration testing or 
natural excitation. 

When accomplishing the SHM (Structural Health Monitoring) tasks, one of the most 
fundamental issues is the so-called sensor reachback problem, which has recently 
received considerable attention [4]. In detail, it is related to the several difficulties 
appearing when the acquired sensor observations are transmitted to a data-collecting point 
(sink node), which has increased processing and power consumption capabilities. 

The amount of data generated by the sensor nodes is immense, because structural 
monitoring applications need to transfer relatively large amounts of dynamic response 
measurement data with sampling frequencies as high as 1000Hz [5]. In literature, 
considerable research efforts have been made to reduce the amount of data traffic in 
WSNs. Since processing data usually consumes much less power than transmitting data 
in wireless medium, many works considered applying data compression techniques to 
reduce total power consumption by a sensor node [6]. Thus, some authors [7] have 
provided a comprehensive survey of practical data compression techniques based on 
compressed sensing, distributed transform coding, or differential pulse code modulation.  

To handle the problem associated with the massive data generated at the sensor nodes, 
the correlation among measurements by neighboring sensors can be leveraged [8]. For 
instance, the data collected by the sensors on each span of a bridge are correlated since 
they are measuring the vibration of the same part of the physical structure. Moreover, in 
some cases of bridge design, two adjacent spans are connected to a common anchorage, 
resulting in the data across the two spans to be correlated.  

Similarly, for large buildings, it is natural to group the sensors in their several distinct 
parts (i.e., the floors). Other authors [9] proposed a spatio-temporal protocol, based on 
the adaptive filtering technique, which tracks the time-varying prediction model at each 
sensor and consequently reduces the power consumption by reducing transmissions.  
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It is well know that all these approaches, as well as the Slepian-Wolf coding [10], offer 
the potential to greatly reduce the amount of information that needs to be transmitted. 
However, the Slepian-Wolf coding gives only information-theoretical bounds for data 
compression and it is quite difficult to be incorporated into a practical system. 

On the other hand, many SHM research have led to the development of several strategies 
for damage detection and localization, which fulfill the requirements of effectiveness, 
simplicity, reliability and low amount of data storage [11-13]. Therefore, damage 
detection can be performed using time series analysis of vibration signals measured from 
a structure before and after damage. In particular, the authors in [14] used the 
autoregressive moving average (ARMA) time series model to develop features that 
discriminate between damage and non-damaged cases, and their efficacy was tested on 
an ASCE benchmark structure [15]. 

In this chapter, an overview on the recent compression solutions adopted by several 
authors to overcome the WSN issues above described is provided. In addition, the 
problem formulation is faced and a brief description of the developed protocols is 
presented to investigate the so far academic efforts carried out in the SHM field.  

2.1 A prediction-error-based method 

The aim of this method is to reduce the data transmission and storage from the sensor 
nodes to the sink node in a structural monitoring WSN, without harming its ability to 
detect damage [16]. The monitored structure is modelled as a time-invariant system and 
aim to predict its response to a given excitation at each sensor location. The prediction 
model is unique for each sensor and it is known by the sink node. In the studied strategy, 
only the excitation signal is transmitted continuously to the sink node. The transmission 
between any sensor and the sink node occurs only if the prediction error at the sensor 
exceeds a predefined limit. In that case, only the prediction error is transmitted. Therefore, 
a significant reduction can be achieved, i.e., up to 1/K of the original transmission load, 
where K denotes the number of sensor nodes. Note that, using the prediction models and 
the excitation signal, the sink node can regenerate the measurements for any sensor at any 
time within some predefined accuracy. To model the structure, the prediction-error 
method (PEM) is employed, i.e., a common family of estimation methods in the system 
identification literature [17, 18]. 

Due to the fact that the transmission performance of this method is dependent on the time 
invariant prediction model, an increased number of transmissions from a certain sensor, 
i.e., an increase in the prediction error, indicates a change in that sensor’s input-output 
relationship. Such a change may be induced as a result of damage. By exploiting its 
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sensitivity to the changes in the system, it can be argued that the prediction-error-based 
approach can be used to identify and localize newly occurring damages. 

2.1.1 Prediction-error model 

In order to alleviate the dense sensor reading transmission and storage problem, a 
prediction-error-based approach is studied. In this approach, each sensor reading is treated 
as the output of a random system, which is excited by some natural phenomenon. 

Let us consider a subset consisting of K nodes, of a dense wireless sensor network 
deployed in a civil structure that we wish to monitor. Each sensor node k, at discrete time 
t, acquires the measurement yk(t), which is related to an event that takes place in the area 
where the wireless sensor network has been deployed. Due to the nature of the observed 
phenomenon the measurements’ process yk(t) is commonly a predictable one, at least to 
some extent. Therefore, the subset sensors’ measurements can be predicted with some 
accuracy by using prediction-error models and a common excitation signal. In brief, the 
input-output relation between the excitation and the sensor reading is modeled and using 
the excitation data in this model, the sensor’s readings are predicted. This model is 
referred to as the Prediction-Error Model and it is of the following form: 

𝐴𝑘(𝑞)𝑦𝑘(𝑡) =  
𝐵𝑘(𝑞)
𝐹𝑘(𝑞)

𝑢(𝑡) + 
𝐶𝑘(𝑞)𝑒𝑘(𝑡)
𝐷𝑘(𝑞)

 
(2.1) 

where u(t) is the common excitation data and can be provided by a phenomenon dedicated 
sensor, or extracted from the readings of a reliable set of similar sensors. The system 
output is the measurement yk(t), while ek(t) is white-noise disturbance. The sensor specific 
polynomials Ak, Bk, Fk, Ck, and Dk are specified by: 

- the orders of polynomials na, nb, nf, nc and nd, respectively, 

- the model parameter coefficients to be estimated, ak,1 . . . ak,na, bk,0, bk,1 . . . bk,nb, 
fk,1 . . . fk,nf, ck,1 . . .ck,nc and dk,1 . . . dk,nd, respectively, and 

- the time-shift operator q. 

For instance, for some discrete-time sequence x(t), it holds x(t) + k1x(t-1) = K(q)x(t) 
where K(q) = 1 + k1q-1. It is well note that, from Eq. (2.1), the prediction model is 
employing not only the most recent excitation data u(t) but also N previous history (i.e., 
u(t-1), . . . , u(t-N)), where N = nb + nd.  

The predicted value of the actual measurement yk(t), which is obtained by the prediction 
model, is denoted by pk(t). Thus, using its specific prediction model and the common 
excitation data, each sensor k performs some steps. Firstly, it predicts a value pk(t) for 
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given time instant t. Next, it subtracts the prediction from its actual reading yk(t) to 
generate an error signal ek(t), 

𝑒𝑘(𝑡) =  𝑦𝑘(𝑡) − 𝑝𝑘(𝑡) (2.2) 
Finally, it compares the error with a selected threshold (transmission criterion), and 
decides whether to transmit the error or not. This approach is illustrated in Figure 2.1. 

 

 
Figure 2.1 The protocol performed at each node 

 

To decrease the noise effect, the data are filtered before estimating the model. Initially, a 
fast Fourier transform (FFT) analysis is conducted in order to transform the time domain 
data into the frequency domain. Afterwards, the peak frequency can be determined, i.e., 
the frequency with the highest magnitude conveying most of the information on the 
signal. Therefore, that frequency is selected to be the central frequency of a narrow band. 
To obtain a good model fit, it is crucial to choose the bandpass filter with the passband 
containing the peak frequency, which will be further discussed in the following section. 

2.1.2 Protocol description 

The prediction-based transmission approach reduces the amount of transmitted and hence 
stored data by the use of a sensor specific prediction-error model and common excitation 
data. Specifically, any sensor transmits its prediction error only if the error is greater than 
a predefined threshold. Consequently, the sink needs to store only the common excitation 
data and the error values for each sensor k, so it can reproduce the approximate 
measurement for sensor k whenever it needs to using the prediction function Pk(·): 

�̃�𝑘(𝑡) =  𝑃𝑘(𝑢(𝑡), 𝑢(𝑡 − 1), … , 𝑢(𝑡 − 𝑁)) + 𝑒𝑘 𝑟𝑒𝑐(𝑡) (2.3) 

Note that in Eq. (2.3) the prediction function Pk(·) stands for the prediction-error model 
described by Eq. (2.1), while ek rec(t) denotes the prediction-error sequence received by 
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the sink. Ideally, the sink is able to reconstruct the measurement yk(t) exactly, once it has 
all past excitation data up to time N, past measurements up to time M = na + nf + nd as 
well as all past errors up to time nf + nc. However, in order to provide some energy 
savings in terms of the reduced number of transmissions, from the transmitter side only 
excitation data is used to approximate data in Eq. (2.3), after an initial training period.  

The other terms are already incorporated in the past approximate measurements, which 
are known at the sink. Consequently, under the assumption that for K sensors a common 
excitation data source can be determined, this approach can reduce the requirements of 
data storage and transmission up to 1/K of the original requirements, in the limit case. 
Indeed, with relaxed error sensitivity (i.e., increased threshold), this limit can be 
approached. To enable the above defined WSN to operate properly, several critical points 
should be handled carefully such as: 

- Overall knowledge of the prediction model at both ends of the WSN, in order to 
reduce the amount of both transmitted and stored data, the sensor k as well as 
the sink should have the prediction model Pk(·) by using a training period. 

- Selection of the sensor providing the excitation data, in order to obtain an 
accurate prediction model, the excitation data source must be selected carefully. 
It may be difficult to select the best excitation source at the sensor and it may be 
needed to perform this selection centrally, at the sink, among many sensors. 

- Transmission threshold (or error tolerance), it means a trade-off between the 
recorded data accuracy at the sink and the amount of transmission/storage. If the 
aim is to detect a change in trend, the threshold can be increased. Otherwise, if 
the aim is accuracy of data, the WSN becomes less error tolerant and more 
transmissions are needed. The threshold should be defined by the system 
operator based on the monitoring requirements of a specific structure. 
Furthermore, this threshold can be compared to either the absolute error criterion 
(i.e., the absolute value of the error defined in Eq. (2.2), or normalized error 
criterion). Here, the performance of the studied algorithm is analyzed for the 
latter criterion, defined as follows: 

𝑒𝑘 =  
𝑒𝑘(𝑡)
𝑒𝑘(𝑡)

 (2.4) 

- Storage requirements at each sensor, each sensor should keep a history of the 
excitation data in order to perform prediction. Even though this history is rather 
small (only N values) it must be considered during the WSN setup. 
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In the light of the above discussions, the system operation can be divided into four phases 
as illustrated in Figure 2.2. These phases are labeled as: (i) Training, (ii) Model 
Coefficient Update, (iii) Normal Operation, and (iv) Alert Phase. 

 

 
Figure 2.2 Transmission and storage load for different phases of the system. 

 

Initially, during the Training and Model coefficient update phases all the sensor readings 
are transmitted to the sink node until it generates and feedbacks the model coefficients to 
each sensor. Then, the system enters the normal operation phase where the WSN acts as 
explained above. In particular, the transmission occurs only when the normalized error is 
greater than some predefined transmission threshold, 

𝑇𝑟𝑎𝑛𝑠𝑚𝑖𝑡(𝑒𝑘(𝑡)) =  {
0,  𝑒𝑘 ≤ 𝑋
1,  𝑒𝑘 ≤ 𝑋

 (2.5) 

where X denotes the transmission threshold. Ideally, this phase should last a long time to 
prove beneficial. Finally, when the error transmissions increase in density from a given 
(or several) sensor(s), the sink enters the alert phase which induces a Damage Detection 
process and requires a model update for the considered sensors. In particular, the 
transition to the Alert Phase may be decided by performing a simple comparison test for 
each sensor k, i.e., 

𝑛𝑘 𝑡𝑟𝑎𝑛𝑠 ≤  𝛼𝑘 ∙  𝑛𝑘 𝑒𝑥𝑝𝑒𝑐𝑡 (2.6) 

where nk trans denotes the number of transmissions from the sensor k which actually 
happened, for a given period of time, while nk expect represents the expected number of 
transmissions, which can be previously calculated in the normal operation phase. The 
coefficient αk should be defined by the system operator and it needs to be ≥ 1. Note that 
the increased and continuous error transmission from a sensor node implicitly means a 
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change in its input-output relation. Hence, its prediction model does not hold anymore. 
This may happen as a result of Eq. (2.1), a structural damage that occurred in the vicinity 
of the sensor, or Eq. (2.2) a change in the global response of the structure with reference 
to the excitation source. In order to determine which of these two cases occurred, the sink 
node should regenerate all the data (with certain distortion related to the transmission 
threshold), which is possible because it has knowledge of the prediction model as well as 
the prediction errors that were previously sent. After the signal reconstruction, more 
advanced damage detection methods can be performed. If there is no damage, the 
algorithm gets back to the Model Generation/Update phase. 

2.2 A TDMA based cooperative protocol 

The work of some authors [9] was extended to develop a communication protocol, which 
is based on a TDMA (Time Division Multiple Access) strategy and adaptive filtering 
techniques such as LMS (Least Mean Squares) and RLS (Recursive Least Squares) with 
the aim to overcome the difficulties associated with the sensor reachback problem [19]. 

To do so, the protocol allows the sink node to keep an exact replica of the adaptive filters 
that, at each node, exploit the spatial and temporal correlations among sensor 
measurements to predict the current measurement from their own past measurements as 
well as past measurements obtained by their neighbors. 

Specifically, in the designed protocol each node is assigned a time slot that is divided into 
two sub-slots. During the first sub-slot, each sensor acquires a new measurement and 
computes the prediction error of its associated adaptive filter. If the prediction error is 
small enough (i.e., below a predefined threshold), then during the first sub-slot the 
considered sensor node sends the output of its filter to its neighbors, so that they can use 
this value as input for the prediction filters they operate. Otherwise, when the prediction 
error is not that small, the node updates its filter (i.e., using an LMS or RLS update step) 
and sends its actual measurement to its neighbors. Afterwards, if the prediction is not 
accurate, since a (MISO) Multiple Input Single Output channel is known to result in 
energy savings as compared to the SISO (Single Input Single Output) case [20], all the 
nodes that collaborated during the first sub-slot will form a MISO channel to 
simultaneously transmit the current measurement to the sink node. This way, with the aim 
of having an exact replica of all the filters implemented by the cooperating sensor nodes, 
the sink node is able to incorporate the transmitted measurement to the input of the 
aforementioned filters and update the filter associated with the considered sensor node. 
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2.2.1 Formulation of the problem 

Let us consider a dense wireless sensor network consisting of N nodes, deployed on a 
civil structure that has to be monitored. Consider also that node n (n = 1, 2 …, N) has K 
neighbors, in the sense that they are close enough to node n so that wireless 
communication with low power can be accomplished. The neighbors of node n are 
denoted as kn,1, kn,2, …, kn,K. Each sensor node n, at some discrete time instant, acquires 
the measurement, which is related to an event that takes place in the area where the 
wireless sensor network has been deployed. For instance, yn,t may represent an 
acceleration measurement, that captures oscillations of the structure. Let us define the 
vectors of m past measurements of each sensor node n as: 

𝑦𝑛,𝑡 = [𝑦𝑛,𝑡−1   𝑦𝑛,𝑡−2   …    𝑦𝑛,𝑡−𝑚]
𝑇
 (2.7) 

𝑛 = 1, 2, … ,𝑁  
Also, let us define the stacked vectors: 

𝑦𝑛,𝑡 = [𝑦𝑇𝑛,𝑡   𝑦
𝑇
𝑘𝑛,1,𝑡

   𝑦𝑇𝑘𝑛,2,𝑡   …    𝑦
𝑇
𝑘𝑛,𝐾,𝑡

]
𝑇
 (2.8) 

𝑛 = 1, 2, … , 𝑁  
which represent the past m measurements of all sensor nodes in the neighborhood of node 
n. Consider now the correlation matrices defined as: 

𝑹𝑛 = 𝐸[𝒖𝑛,𝑡   𝒖𝑇𝑛,𝑡] (2.9) 

𝑛 = 1, 2, … , 𝑁  
Clearly, if matrices Rn are diagonal, the sensor measurements within all neighborhoods 
are correlated, neither in time nor in space. In contrast, if the matrices Rn are only block-
diagonal with block size m, the measurements are correlated in time but spatially 
uncorrelated. In this work, we will focus on the general case where Rn are of a general 
form, implying that the sensor measurements are correlated both in time and in space. 

2.2.2 Predictors and correlation of measurements 

Thus, one is interested in deriving a network protocol able to transmit the sensor 
measurements to the data-collecting node in an energy-efficient way. To this end, if is 
possible to reduce the number of information bits that need to be transmitted, this would 
have a considerable effect on the energy spent by the data-gathering process. Such a 
reduction in the number of information bits that need to be transmitted can be 
accomplished taking advantage of the correlations among the measurements. In 
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particular, identifying and sending only the new information that lies in the 
measurements, significant energy savings would emerge. A way for identifying such new 
information employs the notion of signal predictors.  

The nature of the observed phenomenon makes the measurements yn,t predictable, at least 
to some extent. In particular, if the data-collecting node had knowledge of previous 
measurements acquired by sensor n (and possibly previous measurements of other nodes 
in the vicinity of node n), then it could compute an estimate of yn,t. This estimate, of 
course, corresponds to information already known to the data-collecting node. In 
principle, one can distinguish between two different types of prediction functions: (i) one 
that does not change with time, which implies that the correlation mechanism is constant 
or stationary, and (ii) a time-varying prediction function, implying that the statistics of 
the signals measured by the nodes of the network have a dynamic behavior. Assuming 
the process to be stationary, the prediction function can be realized as a linear filter with 
coefficients obtained by minimizing the mean-squared error between the measurements 
yn,t and their predicted values. 

However, in most real world applications the observation processes are non-stationary 
since their statistical characteristics are changing in time. As a result, the optimal 
coefficients of the predictor are changing in time as well. In order to track these changes, 
a practical approach is to iteratively estimate them by updating previous filter coefficients 
as it is done in adaptive filters [21]. Such an approach offers the additional benefit that 
the data-collecting node does not need to know the statistics of the underlying process. 

2.2.3 A simple cooperative TDMA protocol 

As already mentioned in the introduction, another approach for reducing the energy 
required to transmit data relies on the concept of cooperative communications. In 
particular, in cooperative communications, a number of accurately synchronized nodes 
transmit data concurrently so that the system resembles a transmitter with multiple 
antennas. During the previous phase, the nodes have agreed upon the data that will be 
sent. In effect, benefits similar to (MIMO) Multiple Input Multiple Output systems can 
be achieved [20]. Hence, the terms virtual MIMO or distributed MIMO are often used 
alternatively to denote cooperative communication systems.  

For illustration purposes, let us consider now a straightforward cooperative 
communication protocol for the problem at hand, in which correlation among the 
measurements acquired by the nodes of the network is not taken into account. According 
to this protocol, each sensor node is assigned its own time-slot in order to transmit 
information in a TDMA fashion. Cooperative communications can be incorporated into 
this protocol, by dividing each time-slot into two sub-slots as depicted in Figure 2.3.  
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Figure 2.3 Each time-slots of the sensors is divided into two sub-slots 

 

During the first sub-slot of duration TA, each sensor n transmits its estimated (or observed) 
value to its K neighbors. During the second sub-slot of duration TB, node n and its 
neighbors transmit to the sink node in a cooperative fashion. In such a scenario, both the 
AF (Amplify and Forward) as well as the DF (Decode and Forward) methods can be 
adopted [22]. 

2.2.4 Cooperative TDMA exploiting correlation  

Consider now an extension of the aforementioned protocol, where the correlation of the 
measurements is taken into account. Since the measurements may be correlated both in 
time and in space, the idea of using past measurements acquired by node n as well as past 
measurements from nearby sensor nodes in order to predict new measurements of node n 
seems well justified. This fact can be used to save a noticeable percentage of the 
transmissions to the sink node, in the case where the sink node can itself predict the 
required measurements within some predefined accuracy. Thus, let each sensor node n 
keep a time varying prediction filter fn,t as well as a data vector: 

�̃�𝑛,𝑡 = [�̃�𝑇𝑛,𝑡   �̃�
𝑇
𝑘𝑛,1,𝑡

   �̃�𝑇𝑘𝑛,2,𝑡   …    �̃�
𝑇
𝑘𝑛,𝐾,𝑡

]
𝑇
 (2.10) 

so that the output of the filter, defined as: 

�̂�𝑛,𝑡 = 𝒇𝑛,𝑡𝑇 ∙  �̃�𝑛,𝑡𝑇  (2.11) 

is an approximation of the actual measurement yn,t obtained by sensor n at time t. In 
particular, �̂�n,t is a prediction of the actual measurement yn,t. In the above expressions, we 
have used the vectors: 

�̃�𝑛,𝑡 = [�̃�𝑛,𝑡−1   �̃�𝑛,𝑡−2   …    �̃�𝑛,𝑡−𝑚]
𝑇
 (2.12) 

𝑛 = 1, 2, … , 𝑁  
to represent approximate versions of the past m measurements obtained by sensor n. Thus, 
vectors �̃�n,t and fn,t have dimensions m ⋅ K x 1. Let us now define a binary variable bn,t 
according to the prediction error, as: 
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�̃�𝑛,𝑡 =  {
0   𝑖𝑓   |�̂�𝑛,𝑡 − 𝑦𝑛,𝑡| ≤ 𝑒
0   𝑖𝑓   |�̂�𝑛,𝑡 − 𝑦𝑛,𝑡| > 𝑒

 
(2.13) 

where e denotes a small positive constant. The approximate measurements �̃�n,t are defined 
as: 

�̃�𝑛,𝑡 =  {
�̂�𝑛,𝑡   𝑖𝑓   𝑏𝑛,𝑡 = 0
�̂�𝑛,𝑡   𝑖𝑓   𝑏𝑛,𝑡 = 1

 
(2.14) 

Based on the above definitions, the protocol of each sensor node n can be explained as 
follow. At a time instant t, each sensor acquires its new measurement yn,t and starts a 
synchronized loop to track the time-slots that will follow. Node n is active in two cases: 
(i) when the current slot index s is equal to n, and (ii) when the current slot index s is 
equal to the index of any of its neighbors.  

In case (i), the node computes the output of its prediction filter and compares it to the 
actual measurement yn,t. Thus, it computes the binary variable bn,t that determines whether 
the prediction was accurate or not. In the case where the prediction was not accurate, the 
prediction filter is updated using an adaptive algorithm. As a general rule, the LMS 
algorithm should be used when reduced computational complexity is required. On the 
other hand, one should opt for the RLS algorithm in the case where the statistics of the 
measurements change abruptly with time, given that the computational complexity 
requirements can be met. RLS also performs better when adaptation stalls and restarts 
very often during operations, as it is the case with the suggested technique. Regardless of 
the algorithm used for the update, yn,t is used as a desired response signal. Then, the sensor 
node n computes �̃�n,t, which is either the output of the prediction filter (accurate 
prediction) or the actual measurement (inaccurate prediction). Thus, sensor n updates its 
input vector �̃�n,t+1 and sends �̃�n,t and bn,t to its neighbors. Finally, �̃�n,t is sent to the sink 
node only if the prediction was inaccurate, otherwise the sink node is able to compute �̃�n,t 
using a prediction filter. 

In case (ii), i.e., when a neighbor of is active, node listens for the transmitted values �̃�s,t 
and bs,t. It then updates its input vector �̃�n,t+1 with the received value �̃�s,t and, in the sequel, 
helps its neighbor transmit to the sink by relaying �̃�s,t if bs,t was 1. The protocol followed 
by the sink node is carried out as follow: at each time instant, the sink node also executes 
a loop so as to track the N time-slots, in a synchronized fashion. For the first TA seconds 
of each slot, the sink node is inactive because sensor-to-sensor communication takes 
place. At the following TB seconds however, the sink node is receiving the measurement  
�̃�n,t of the node assigned to the current slot. Of course, in the case where the prediction at 
node s was accurate, such a message will not be transmitted. Thus, the sink node must 
implement a procedure to detect such “empty” messages. The result of the detection 
process is a binary variable �̂�s,t, which will be equal to bs,t in the case where the detection 
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is correct. In the sequel, the sink node is able to compute �̃�(S)
s,t, (that is, a copy of �̃�s,t at 

the sink) either as the output of a local prediction filter: 

�̃�𝑠,𝑡
(𝑆) = 𝒇𝑠,𝑡

(𝑆)𝑇 ∙  �̃�𝑠,𝑡
(𝑆) (2.15) 

in the case where �̂�s,t = 0 (accurate prediction) or by setting it equal to the received 
measurement �̃�s,t (inaccurate prediction). In the case of inaccurate prediction, the sink 
node must use the same adaptive algorithm as the sensor s to update its local prediction 
filter for sensor s, so that the two filters are equal (of course, if all channels are error free). 
Finally, the sink node must update the input vectors of all the prediction filters affected 
by �̃�s,t, that is the prediction filter for node s and the local prediction filters of all its 
neighbors.  

It can be verified by the above description of the proposed data collection protocol, that 
in the case where all channels are error-free, the reconstructed sequences �̃�(S)

s,t at the sink 
node satisfy the distortion criterion 

𝑚𝑎𝑥 𝑛,𝑡 |�̃�𝑛,𝑡
(𝑆) − 𝑦𝑛,𝑡| ≤ 𝑒 (2.16) 

Indeed, the maximum allowed distortion parameter e offers a trade-off between accurate 
reconstruction of the measurements by the sink node, and the number of transmissions 
required. Also, some other factors, such as the degree to which the measured signals can 
be predicted and the specific characteristics of the adaptive algorithm used to update the 
coefficients of the prediction filters, may influence the performance of the proposed 
protocol. 

2.2.5 Cooperative neighborhood selection 

Firstly, let us analyze the merits and drawbacks of having cooperation among the sensor 
nodes. For a given node n, cooperation with K neighbors actually requires K additional 
transmissions to these neighbors at each time instant. Although the energy cost of the 
additional inter-node transmissions can be low due to their proximity, one should also 
take into account the channel quality between the cooperating nodes which may introduce 
additional distortion to the data being sent.  

On the other hand, the gains can overcome the cooperation costs in case that the number 
of transmissions toward the sink is reduced due to the exploitation of high spatial 
correlation among the measurements in the cooperating neighborhood. Certainly, the 
cooperation gains are not the same for all the nodes. In fact, the relation between the 
values of temporal correlation among the measurements of node n on one side, and the 
values of their spatial correlation with the measurements of the cooperating nodes should 
determine how beneficial the cooperation may be. Furthermore, an additional benefit can 
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be obtained once the transmissions toward the sink are required. As previously explained, 
the cooperating nodes may simultaneously transmit to the sink node; thus forming MISO 
channel and improving energy-efficiency. 

Not surprisingly, in the simulation section it turns out that choosing the suitable 
cooperating neighborhood, in terms of its size and the actual nodes involved, plays a 
significant role in enhancing the performance of the protocol. Therefore, the optimization 
of the cooperating neighborhood requires: (i) the knowledge of all channels among the 
nodes (including the sink), and (ii) the knowledge of the auto- and cross- correlation 
functions of all nodes. Regarding the former issue, in a practical system, all the involved 
channels may be estimated during a training period in which all nodes participate. 
Initially, all the nodes would send the training sequence to the sink and all other nodes. 
Afterwards, the nodes would also transmit to the sink the sequences that are received from 
all other nodes. Consequently, the sink could estimate all the involved channels in a 
centralized manner. 

2.3 A distributed diffusion-based LMS  

Two major groups of energy aware and low-complex distributed strategies for estimation 
over networks have been studied in the literature, i.e., consensus strategies and the 
algorithms based on incremental or diffusion mode of cooperation.  

In some initial works [23], the implementation of the consensus strategy is done in two 
stages. Unfortunately, this kind of implementation is not suitable for real time estimation 
as required in time-varying environments. Subsequently, motivated by the procedure 
obtained in [24], alternative implementations of the consensus strategy were presented in 
the literature [25, 26], which force agreement among the cooperating nodes in a single 
time-scale. The second group, which is in the focus of this paper, consists of a single time-
scale distributed estimation algorithms that are based on distributing a specific stochastic 
gradient method under an incremental or a diffusion mode of cooperation. In the 
incremental mode [27, 28], each node communicates with only one neighbor, and 
consequently the data are processed in a cyclic manner throughout the network. A better 
reliability can be achieved at the expense of increased energy consumption in the so-
called diffusion mode considered [29-31]. Under this strategy, each node can 
communicate with a subset of neighboring nodes. 

Although there are many published techniques addressing different distributed estimation 
problems, only very few papers consider node-specific settings where the nodes have 
overlapped but different estimation interests. In the signal estimation case, for networks 
with a fully connected and tree topology, some authors proposed distributed algorithms 
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that allow to estimate node-specific desired signals sharing a common latent signal 
subspace [32, 33].  

Regarding the parameter estimation case, there are also a few recent works addressing 
problems, which can be considered as NSPE (Node-Specific Parameter Estimation) 
problems. The approach presented in [34] is based on optimization techniques that force 
different nodes to reach an agreement when estimating parameters of common interest.  

In the case of schemes based on a distributed implementation of adaptive filtering 
techniques, the literature is less extensive. In one of these works [35], the authors use 
diffusion adaption and scalarization techniques to solve the multi-objective cost function 
that appears in a NSPE problem and obtain a Pareto-optimal solution. A diffusion strategy 
with an adaptive combination rule proposed in [36] is suitable for clustering nodes in a 
network that are interested in different objectives. Consequently, it actually limits 
cooperation only to the nodes having exactly the same objectives. 

In [37] the authors assume a NSPE setting, but the different parameters to be estimated 
using diffusion strategy are expressed through the same global parameter. In previous 
works [38, 39], a novel NSPE problem, where all nodes are interested in estimating 
simultaneously some parameters of local and global interest, was formulated. It was 
solved by employing incremental-based strategies for LMS (Least Mean Squares) and 
RLS (Recursive Least Squares) algorithms.  

Motivated by the well-known robustness and learning abilities of the diffusion-based 
solutions, some authors present a LMS strategy to solve the aforementioned NSPE 
problem under two different versions of the diffusion mode of cooperation: Combine-
then-Adapt (CTA) and Adapt-then-Combine (ATC) [40]. 

The following notation was used: (i) boldface letters for random variables, (ii) normal 
fonts for deterministic quantities, (iii) capital letters refer to matrices, (iv) small letters 
refer to both vectors and scalars. The notation (·)H and E{·} stand for the Hermitian 
transposition and the expectation operator, respectively. Moreover, RA=E{AHA}, 
RA,B=E{AHB} and rA,b=E{AHb} for any random matrices A, B and any random vector b. 
Finally, || · || denotes the Euclidean norm and 0L×M represents an L × M zero matrix. 

2.3.1 Problem statement 

Let us consider a connected network consisting of N nodes (Figure 2.4). Hence, allowing 
each node to communicate with its neighbors, at each time instant there is always a path 
between any two pairs of nodes of the network.  

 



Michele Vece  Shifting from a standard to an emergency protocol of communication 

 

49 

 

 
Figure 2.4 A network of N nodes with node-specific parameter estimation 

 

As shown in Figure 2.4, the neighborhood of a node k at a specific time instant i, Nk,i, 
consists of the nodes linked to it, including node k itself. 

At discrete time i, each node k has access to data {dk,i, Uk,i}, corresponding to time 
realizations of zero-mean random processes {dk,i, Uk,i}, with dimensions Lk × 1 and Lk × 
Mk, respectively. These data are related to events that take place in the network area 
through the subsequent model: 

𝒅𝑘,𝑖 =  𝑼𝑘,𝑖𝑤𝑘𝑜 + 𝒗𝑘,𝑖 (2.17) 
where, for each time instant i, wok equals the Mk × 1 vector that gathers all parameters of 
interest for node k and vk,i denotes measurement and/or model noise with zero mean and 
covariance matrix Rvk,i of dimensions Lk × Lk. 

Given the previous observation model and the data set {dk,i, Uk,i}, the objective is to find 
the set of linear node-specific estimators {𝑤𝑘}𝑘=1𝑁  that minimize the following global cost 
function: 

𝐽𝑔𝑙𝑜𝑏({𝑤𝑘}𝑘=1𝑁 ) =∑𝐸
𝑁

𝑘=1

{‖𝒅𝑘,𝑖 − 𝑼𝑘,𝑖𝑤𝑘‖
2} 

(2.18) 

In most of the existing papers, i.e., [27-31], the derived adaptation strategies minimize in 
Eq. (2.18), when 𝑤𝑘𝑜 = 𝑤𝑜 for all k ∈ {1, 2, . . . , N}. In this work, we consider the novel 
node-specific parameter setting addressed in [38, 39], which goes one step further by 
considering a more general scenario where the parameters of interest can differ from one 
node to another. As shown in Figure 2.4, each vector {𝑤𝑘𝑜}𝑘=1𝑁  might consist of parameters 
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of global interest to the whole network and parameters of local interest for node k. In 
particular, the global parameters might be related to a phenomenon making an impact on 
all the nodes, while the parameters of local interest may reflect an influence of some 
phenomena that are only present over the area monitored by one node of the network. 
Therefore, we can rewrite the observation model in Eq. (2.17), for each node k, as: 

𝒅𝑘,𝑖 = 𝑼𝑘𝑔,𝑖𝑤
𝑜 + 𝑼𝑘𝑙,𝑖𝜉𝑘

𝑜 + 𝒗𝑘
(𝑖) (2.19) 

where sub-vectors wo (Mg ×1) and 𝜉𝑘𝑜 (Mkl ×1) gather the parameters of global and local 
interest, respectively. Furthermore, 𝑼𝑘𝑔,𝑖 and 𝑼𝑘𝑙,𝑖 are matrices of dimensions Lk ×Mg and 
Lk ×Mkl that consist of the columns Uk,i associated with 𝑤𝑜 and 𝜉𝑘𝑜, respectively. Thus, 
according to Eq. (2.18) and Eq. (2.19), the NSPE problem can be cast as minimizing: 

∑𝐸
𝑁

𝑘=1

{‖𝒅𝑘,𝑖 − 𝑼𝑘𝑔,𝑖 𝑤 − 𝑼𝑘𝑙,𝑖𝜉𝑘‖
2
} 

(2.20) 

with respect to w and {𝜉𝑘}𝑘=1𝑁 . In the following section, the centralized solution to Eq. 
(2.20) is wrote and approximated in a distributed manner via diffusion-based approach. 

2.3.2 Diffusion-based LMS for the NSPE problem 

For simplicity and without losing generality, let us assume that Mk = M, Mkl = Ml and 
Lk=L for all k ∈ {1, 2. . . N}. From [38], the NSPE problem can be cast as: 

�̂̃� = 𝑎𝑟𝑔𝑚𝑖𝑛 �̃� {∑𝐸
𝑁

𝑘=1

{‖𝒅𝑘,𝑖 − �̃�𝑘,𝑖 �̃�‖
2}} 

(2.21) 

where: 

�̃� = [𝑤𝑇 𝜉1𝑇   𝜉2𝑇 …  𝜉𝑁𝑇]𝑇 (M̃ x 1)  (2.22) 

�̃�𝑘,𝑖 = [𝑼𝑘𝑔,𝑖   0𝐿 𝑥 𝑀𝑎   𝑼𝑘𝑙,𝑖   0𝐿 𝑥 𝑀𝑎] 
(2.23) 

where Ma=(k − 1) · Ml, Mb=(N − k) · Ml  and M=Mg + N · Ml. Thus, the resulting solutions 
�̂̃� are given by the normal equations [41]: 

(∑𝑹�̃�𝑘,𝑖

𝑁

𝑘=1

) · �̂̃� = ∑𝑟�̃�𝑘,𝑖𝑑𝑘,𝑖

𝑁

𝑘=1

 
(2.24) 

With the aim of improving energy efficiency, robustness and scalability of the centralized 
approach, it is highly desirable to design a distributed and adaptive scheme that allows 
each node to solve its NSPE problem. In case that 𝑤𝑘𝑜 = 𝑤𝑜, diffusion strategies, i.e., 
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CTA and ATC, are known to well approximate the corresponding centralized solution by 
relying solely on information available at each node from its neighborhood [29]. In this 
work, these strategies is extended to be applicable in the NSPE case. 

To start with the derivation of the algorithm, let us define  �̃�𝑘
(𝑖) as the local estimate of 

�̃�𝑜 at time instant i and node k. Note that this local estimate is generally a noisy version 
of the optimal augmented vector �̃�𝑜. By employing a diffusion mode of cooperation, each 
node k, at each time instant i−1, has access to the set of local estimates from its 
neighborhood, i.e., Nk,i−1. Hence, node k can fuse its local estimate with the local estimates 
of its neighbors, at each time instant i−1, through a linear combiner as follows: 

 �̃�𝑘
(𝑖−1) = ∑ �̃�𝑘,𝑗 �̃�𝑗

(𝑖−1) 
𝑗∈𝑁𝑘,𝑖−1

 (2.25) 

where: 

�̃�𝑘,𝑗 = diag {𝑐𝑘,𝑗𝑤 𝐼𝑀𝑔,  𝑐𝑘,𝑗
𝜉1 𝐼𝑀𝑙, … ,  𝑐𝑘,𝑗

𝜉𝑁𝐼𝑀𝑙} 
(2.26) 

In Eq. (2.26), 𝑐𝑘,𝑗𝑤  equals the weight coefficient used by node k when combining the local 

estimate of the global vector 𝑤𝑜 from node j. Similarly,  𝑐𝑘,𝑗
𝜉𝑚 denotes the combination 

coefficients employed by node k when fusing the local estimates of 𝜉𝑚𝑜  , where m∈{1, 2, 
. . . , N}, from node j with its local estimates, respectively. 

To determine the combination coefficients at each node k, we can interpret Eq. (2.25) as 
a weighted least squares estimate of the augmented vector of parameters �̃�𝑜given its local 
estimate as well as the local estimates from the neighbor nodes [42]. This way, by 
collecting the local estimates of �̃�𝑜 in the neighborhood of node k: 

�̃�𝑁𝑘,𝑖−1 = 𝑐𝑜𝑙 {{�̃�𝑗
(𝑖−1)}

𝑗∈𝑁𝑘,𝑖−1
} 

(2.27) 

and defining: 

𝑄𝑘,𝑖−1 = 𝑐𝑜𝑙{𝐼�̃�, 𝐼�̃�, … , 𝐼�̃�}   (𝑛𝑘,𝑖−1 ∙ �̃� 𝑥 �̃�) (2.28) 

and �̃�𝑘 = diag{�̃�𝑘,1, �̃�𝑘,2, … , �̃�𝑘,𝑛𝑘,𝑖−1} with nk,i−1=|Nk,i−1|, we can formulate the 
subsequent local weighted least-squares problem whose solution is given by: 

𝑎𝑟𝑔𝑚𝑖𝑛 �̃�𝑘 {‖�̃�𝑁𝑘,𝑖−1 − �̃�𝑘,𝑖−1 �̃�𝑘‖�̃�𝑘

2
} (2.29) 

whose solution is given by: 
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 �̃�𝑘
(𝑖−1) = [𝑄𝑘,𝑖−1𝑇  �̃�𝑘 𝑄𝑘,𝑖−1]

−1 𝑄𝑘,𝑖−1𝑇  �̃�𝑘 �̃�𝑁𝑘,𝑖−1 (2.30) 

 

More precisely, focusing on the different sub-vectors that form �̃�𝑘
(𝑖−1), the solution 

provided in Eq. (2.30) can be rewritten as: 

 𝜙𝑘,𝑤
(𝑖−1) = ∑

𝑐𝑘,𝑗𝑤

∑ 𝑐𝑘,𝑙𝑤𝑙∈𝑁𝑘,𝑖−1𝑗∈𝑁𝑘,𝑖−1

 �̃�𝑗,𝑤
(𝑖−1) 

(2.31) 

 𝜙𝑘,𝜉𝑚
(𝑖−1) = ∑

𝑐𝑘,𝑗
𝜉𝑚

∑ 𝑐𝑘,𝑙
𝜉𝑚

𝑙∈𝑁𝑘,𝑖−1𝑗∈𝑁𝑘,𝑖−1

 �̃�𝑗,𝜉𝑚
(𝑖−1) 

(2.32) 

where, for k, j, m ∈ {1, 2, . . . , N},  𝜙𝑘,𝑤
(𝑖−1) and  𝜙𝑘,𝜉𝑚

(𝑖−1) denote the sub-vectors of combiner  

 �̃�𝑘
(𝑖−1) associated with the local estimation of 𝑤𝑜 and ξm at node k and time instant i−1, 

respectively. Analogously, �̃�𝑗,𝑤
(𝑖−1) and �̃�𝑗,𝜉𝑚

(𝑖−1) denote the sub-vectors of local estimate 

�̃�𝑗
(𝑖−1) associated with the local estimation of 𝑤𝑜 and 𝜉𝑚𝑜  at node j and time instant i−1.  

At this point, after a suitable re-writing of the combination coefficients that appear in Eq. 
(2.31) and Eq. (2.32), we can verify that the combination coefficients in Eq. (2.25) and 
Eq. (2.26) have to satisfy: 

𝑐𝑘,𝑗𝑤 = 0 𝑖𝑓 𝑗 ∉ 𝑁𝑘,𝑖−1; ∑ 𝑐𝑘,𝑗𝑤 = 1
𝑗∈𝑁𝑘,𝑖−1

  (2.33) 

𝑐𝑘,𝑗
𝜉𝑚 = 0 𝑖𝑓 𝑗 ∉ 𝑁𝑘,𝑖−1; ∑ 𝑐𝑘,𝑗

𝜉𝑚 = 1
𝑗∈𝑁𝑘,𝑖−1

 (2.34) 

for k, m ∈ {1, 2, . . . , N}. Next, in order to have an adaptive estimation of  �̃�𝑜 at each 
node k, we include the corresponding local aggregate estimate  �̃�𝑘

(𝑖−1) into the local LMS-
type adaptive algorithm, at each node k. Therefore, the resulting diffusion-based strategy 
can be described as: 

{
 
 

 
 

𝐶𝑜𝑚𝑏𝑖𝑛𝑎𝑡𝑖𝑜𝑛 𝑠𝑡𝑒𝑝:

 �̃�𝑘
(𝑖−1) =∑ �̃�𝑘,𝑗 �̃�𝑗

(𝑖−1)

𝑗∈𝑁𝑘,𝑖−1
𝐴𝑑𝑎𝑝𝑡𝑎𝑡𝑖𝑜𝑛 𝑠𝑡𝑒𝑝:

�̃�𝑘
(𝑖) =  �̃�𝑘

(𝑖−1) − 𝜇𝑘�̃�𝑘,𝑖𝐻  [𝒅𝑘,𝑖 − �̃�𝑘,𝑖 �̃�𝑘
(𝑖−1) ]

 

(2.35) 
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with i ≥ 1, {�̃�𝑘
(𝑖)}

𝑗∈𝑁𝑘,0
equal to some initial guesses, �̃�𝑘,𝑗 defined in Eq. (2.26) and μk > 0 

is a suitably chosen positive step-size parameter. 

Due to the structure of the augmented regressors �̃�𝑘,𝑖 defined in Eq. (2.23), a careful 
analysis of Eq. (2.35) reveals that, only 2 sub-vectors of  �̃�𝑘

(𝑖) are updated at each time 
instant i, when a specific node k performs the adaptation step of Eq. (2.35). In particular, 
according to Eq. (2.22) and Eq. (2.23), only the sub-vectors associated with the local 
estimates of 𝑤𝑜and 𝜉𝑘𝑜 at node k and time i, denoted as �̃�𝑘

(𝑖) = �̃�𝑘,𝑤
(𝑖)  and 𝜉𝑘

(𝑖) = �̃�𝑘,𝜉𝑘
(𝑖) , 

respectively, are updated based on the measurements {dk,i, Uk,i} and the corresponding 
aggregate estimates at time i−1 (i.e.,  𝜙𝑘,𝑤

(𝑖−1) and  𝜙𝑘,𝜉𝑘
(𝑖−1)). The previous fact allows setting 

the subsequent equalities in the combination coefficients: 

𝑐𝑘,𝑗
𝜉𝑚 = 0 𝑖𝑓 𝑘 ≠ 𝑗 𝑜𝑟 𝑘 ≠ 𝑚 (2.36) 

These equalities together with Eq. (2.34) show that 𝑐𝑘,𝑘
𝜉𝑚 = 1 for each node k. Hence, a 

node k does not essentially cooperate with any other node when estimating its vector of 
local parameters 𝜉𝑚𝑜 . This is due to the fact that no other node j performs measurements 
where the vector ξk is involved. 
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Chapter 3 System architecture for the data collection 

The data acquisition is a key component for successfully SHM (Structural Health 
Monitoring) and represents the main challenge of the author research activity. The need 
of wireless connections has emerged in recent years, since the wired monitoring systems 
suffer often of various problems due to the installation, the invasive effect, the 
vulnerability to mechanical damage, and the high costs for the maintenance of the cables 
as well. Though many wireless sensors have been proposed [1-6], wired solutions are still 
adopted in most practical applications of structural monitoring for their experienced 
availability, stability, and reliability. 

In this chapter, a Kalman filter-based data fusion is adopted to make a precise 
measurement of the displacements induced on civil structures. The needed accuracy can 
be reached exploiting the real-time satellite corrections provided by a single reference 
station and making a combination between this type of data and accelerations coming 
from three axial accelerometers [7-9]. 

After that, recent wireless communication technology are used to develop an update 
solution that achieves the expected performance without additional cost and significant 
changes with respect to the existing analog cables. Based on the overall considerations, 
the ZigBee and the IEEE802.15.4 compliant transceiver CC2530 are the most suitable for 
applications in wireless SHM systems [10-14]. 

Once the message has been locally acquired, it is essential to send the information to a 
remote center. In this way, it can analyze the data and detect the operability of the 
structure under study.  

The communication have not to be executed only by internet, since a crisis could interfere 
with the existing terrestrial network. Therefore, a VPN (Virtual Private Network) over 
satellite is also adopted to ensue the continuity of the monitoring operations. The features 
of the wireless transceivers and the tasks of a reliable satellite communication are 
discussed. 
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3.1 Overall structure 

The European Union FP7 project named SPARTACUS (Satellite Based Asset Tracking 
for Supporting Emergency Management in Crisis Operations) funded the software 
development and the entire experimental campaign reported in this thesis. 

A reliable and efficient sensor network needs low-cost and low power to become 
successful in the SHM field. For this reason, the expenses for local data collection are 
minimized using two affordable devices able to produce the same performance of more 
expensive systems. 

3.1.1 Component specifications 

The devices responsible for sending the acquired message are the ZigBee units. They are 
made of a CC2530 transceiver, equipped with a Wi-Fi antenna (dual band 2.4/5GHz), and 
ended with an USB connector. Further details are provided in Chapter 3.  

The task of running them is assigned to a PCB (Printed Circuit Board), which has the size 
of a credit card and allows one to collect the information as an usual personal computer. 
The adopted electronic board is named Raspberry Pi and is prized in the range of US$20 
to US$35. Secure Digital (SD) cards with different capacities may be used to store the 
operating system and program memory. 

In the testing carried out, Ellipse-N is the miniature sensor produced by SBG [15]. It 
includes three axial accelerometers. This system also embeds an industrial GNSS 
receiver, and runs an on-board Kalman filter able to make a data fusion of both measures. 
The limitation is that the model only supports a proprietary protocol. Indeed, the standard 
NMEA output provides only the ultimate positioning (after the data fusion). Nevertheless, 
several devices that can be detached from the own manufactures protocol are available 
on the market, and can replace the SBG sensor [16-18]. 

In this way, one can exploit all the features of their components, and use the raw data to 
check each kind of measurement acquired by the sensors, and to execute different 
estimation schemes. 

3.1.2 Data fusion based on Kalman filter 

The scientific formulation of the displacement estimation based on the Kalman filter, as 
provided by the Ellipse, is summarized in this section in order to clarify the sequence of 
steps, which have to be implemented in the software. 
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The aim of the proposed method is to extract the needed information to reach the best 
accuracy from two different measurements. The formulation to fuse acceleration and 
displacement is also adopted in several recent contributions [19-22]. 

The state-space model can be written using the definition of acceleration: 

�̇� = [�̇�1�̇�2
] = [�̇��̈�] = [

0 1
0 0] [

𝑥
�̇�] + [

0
1] �̈�𝑚 + [

0
1] 𝜂𝑎 (3.1) 

𝑧 = 𝑥𝑚 = [1 0] [
𝑥
�̇�] + 𝜂𝑑  

where 𝒚 are the state variables, grouping �̈�𝑚 and 𝑥𝑚 are the measured acceleration and 
displacement, ηa and ηd are the associated measurement noise of acceleration and 
displacement. It is assumed that ηa and ηd are white noise Gaussian processes with 
covariance q and r, respectively. Eq. (3.1) can be written in matrix form as: 

�̇� = 𝑨 𝒚 + 𝑩 𝑢 + 𝒘 (3.2) 

𝑧 = 𝑯 𝒚 + 𝜐  

where 𝒘 ∼ (0,𝑸), 𝑸 = [0 0
0 𝑞], 𝜐 ∼ (0, 𝑅), and 𝑅 = 𝑟. Moreover, let the initial state 

is 𝒚(0)~ ([00] , 𝒑𝟎), and all the uncorrelatedness assumptions hold. Eq. (3.2) rigorously 

represents the relationships between the states, the measurements and the associated 
measurement noises. 

Since all measured signals are discrete, a state-space model in the discrete time domain 
is desired. The discrete version of Eq. (3.1) is [20]: 

𝒚𝒅(𝑘 + 1) = [
𝑥1(𝑘 + 1)
𝑥2(𝑘 + 1)

] = [1 𝑑𝑡
0 1 ] [

𝑥1(𝑘)
𝑥2(𝑘)

] + [𝑑𝑡
2 2⁄
𝑑𝑡

] 𝑢(𝑘) +

[𝑑𝑡
2 2⁄
𝑑𝑡

] 𝜂𝑎(𝑘) 

(3.3) 

𝑧(𝑘) = [1 0] [
𝑥1(𝑘)
𝑥2(𝑘)

] + 𝜂𝑑(𝑘) 
 

where 𝑑𝑡 is the sampling time. Eq. (3.3) written in compact form becomes: 

𝒚𝒅(𝑘 + 1) = 𝑨𝒅 𝒚𝒅(𝑘) + 𝑩𝒅 𝑢(𝑘) + 𝒘(𝑘) (3.4) 

𝑧(𝑘) = 𝑯 𝒚𝒅(𝑘) + 𝜐(𝑘)  

where 𝑨𝒅 = [
1 𝑑𝑡
0 1 ], and 𝑩𝒅 = [

𝑑𝑡2 2⁄
𝑑𝑡

]. The noise processes have the covariance 

matrices defined as follow [20]: 
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𝑸𝒅 = 𝑞 [
𝑑𝑡3 3⁄ 𝑑𝑡2 2⁄
𝑑𝑡2 2⁄ 𝑑𝑡

] (3.5) 

𝑅𝑑 = 𝑟 𝑑𝑡⁄   
The state-space model in Eq. (3.4) is then utilized to develop a discrete-time Kalman filter 
for displacement and velocity estimation. Let the initial values put to be: 

𝒚𝒅−(𝑘 = 1) = [
0
0] 

(3.6) 

 𝑷−(𝑘 = 1) = 𝒑𝟎  

𝑧−(𝑘 = 1) = 𝑥𝑚(𝑘 = 1)  
one computes the quantities referred to as measurements updates at 𝑘 by introducing the 
Kalman gain 𝑲(𝑘). Subsequently, the Kalman gain is computed by the Eq. (3.7): 

𝑲(𝑘) = 𝑷−(𝑘)𝑯𝑇(𝑯 𝑷−(𝑘)𝑯𝑇 + 𝑅𝑑)−1 (3.7) 
The measurement update is given by: 

�̂�𝒅(𝑘) = �̂�𝒅
−(𝑘) + 𝑲(𝑘)[𝑧−(𝑘) − 𝑯 �̂�𝒅

−(𝑘)] (3.8) 

𝑷(𝑘) = [𝑰 − 𝑲(𝑘)𝑯]𝑷−(𝑘)  

�̂�(𝑘) = 𝑯 �̂�𝒅(𝑘)  
The measurement update is then followed by the time update: 

�̂�𝒅
−(𝑘 + 1) = 𝑨𝒅 �̂�𝒅(𝑘) + 𝑩𝒅 𝑢(𝑘) (3.9) 

𝑷−(𝑘 + 1) = 𝑨𝒅 𝑷(𝑘)𝑨𝒅𝑇 + 𝑸𝒅  

𝑧−(𝑘 + 1) = 𝑥𝑚(𝑘 + 1)  
where �̂�𝒅

−(𝑘 + 1) and �̂�𝒅(𝑘) are the prior and the updated state estimates, respectively, 
while 𝑷−(𝑘 + 1) and 𝑷(𝑘) are the prior and the updated error covariance matrices. It has 
to be underlined that 𝑢(𝑘) = �̈�𝑚(𝑘). 

The procedure allows one to achieve an accurate displacement estimation in all frequency 
regions. As stated above, the software implementing it runs on board the inertial sensor 
produced by SBG. In the “proprietary free” approach pursued in this manuscript, the 
previous equations have to be arranged in a software to be executed at the local collection 
node. Its result is passed via satellite to a remote center, thus achieving a lightening of the 
data transmission. 
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3.2 Transmission mode from sending sides to a remote center  

The proposed system architecture consists of a wireless network to store locally the 
information, and to transmit the measurements of each sensor to the Coordinator Node. 
After that, the information may be sent via satellite to a remote center for monitoring and 
maintenance purposes, as shown in Figure 3.1. 

The wireless network is made of GPS devices able to receive the corrections provided by 
a base station located near the structure. This technique is named RTK (Real Time 
Kinematic) and is used to enhance the precision of the positioning systems. It measures 
the phase of the carrier wave of the signal, and it relies on a single reference station to 
provide a centimeter-level accuracy.  

  

 
Figure 3.1 Architecture of the real-time monitoring system 

 

The system is based on the open-access software environment of a credit card-size 
computer, which is used as data collector and named Raspberry Pi 2. It is run as Raspbian, 
a Debian-based computer operating system, and the operations are coded in Python [23]. 
The core activities are: 

- store sensor data inside the memory of the data collector in real-time, 
- create and transmit data frame to the coordinator through ZigBee,  
- transfer the information with a remote center via satellite, and 
- process the data with the displacement estimation method. 
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Each measurement point (Sensor Node) is made of a ZigBee device and a GPS receiver 
coupled with three axial accelerometers for real-time data collection and transmission. 

At idle time, the sensor node remains in sleeping state until the power supply is not 
furnished to the system, which is set to be started stand-alone. To clarify its operational 
principle, a functional flowchart of the designed prototype is shown in Figure 3.2. 

 

 
Figure 3.2 Functional flow chart of the proposed system 

 

As soon as the power supply is furnished to the system, the sensing device produces at 
each time step NMEA-0183 strings, and comes with its wire ending (USB interface). The 
bottleneck is the power one has to provide to the data collector. Thus, low consumption 
surrogates of the computers are welcome and the modules of the Raspberry Pi class are 
the most suitable for this purpose. To minimize consumption, the conceived architecture 
creates a byte array (i.e., a sequence of numbers) and send the sentence by a ZigBee 
modulus to the Coordinator Node. 
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Once the buffer is full, the software stores the message inside the memory of the latter 
one, which can be equipped with higher power availability. From here, one can rely on 
internet or, to bypass any liability problem, on satellite phones to transmit the information 
to the remote center. 

3.2.1 Wireless communication framework 

This section emphasizes on the real-time data collection and on the long-range 
communication (when the distance is more than 100m) between the Sensor Nodes and 
the Router and from the Router to the Coordinator node. The process from the Sensor to 
the Coordinator is carried out by the ZigBee technology.  

ZigBee technology offers a great trade-off in terms of power, range, data rate, and 
security. It organizes multi-hop network, which imposes that two devices exchange data 
depending on other intermediate forwarding devices. Further, the nature of this system 
requires that each device perform a specific networking function that determines its role 
within the network, as shown in Figure 3.3. 

 

 
Figure 3.3 ZigBee network type for the local transmission 

 

The developed network consists of a Coordinator, a Router and several Sensor Nodes, but 
the type of device does not restrict its application because it is usually determined at 
compile-time. The ZigBee network can be implemented by the system-on-chip (SoC) 
transceiver CC2530 and its corresponding protocol stack offered by Texas Instrument 
[24]. It integrates a radio frequency (RF) power amplifier CC2591, which allows adapting 
to short and medium range communication.  
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The hardware used for each device consists of a ZigBee to USB (Virtual RS232) adapter 
with a CC2530 module, a rubber antenna, an UART to USB bridge, an USB connector 
and a JTAG interface for downloading and debugging the firmware (Figure 3.4). 

 

    
Figure 3.4 Top (a) and bottom view (b) of the ZigBee device 

 

The CC2530 is a true SoC solution for IEEE 802.15.4 and other ZigBee applications as 
well. It enables to combine the excellent performance of a leading RF transceiver with an 
industry-standard enhanced 8051 MCU, in-system programmable flash memory of 8KB 
RAM. The firmware code for this kind of device is the 8051 microcontroller core 
integrated in the CC2530 transceiver, which is compiled using an Integrated Development 
Environment (IDE) software named IAR Embedded Workbench 8051. Finally, the 
ZigBee protocol stack (Z-Stack™) which is needed is Open Source and provided by 
Texas Instrument. 

3.2.2 WAN architecture  

The network above mentioned covers a small area, and the wireless technology represent 
a good solution for collecting and transmitting the monitoring data. After that, the link 
between the Coordinator Node and the remote site has to be carried out through a remote 
communication based on a terrestrial network and, if not available, via satellite (as 
depicted in Figure 3.5). 
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Figure 3.5 WAN architecture of the real-time SHM 

 
This type of unit consists of several elements with the aim to connect together each of 
them, allowing the support of different networks. For instance, the connection to the 
terrestrial network is done using a Long Term Evolution (LTE) modem, which simply 
acts as a client in the 4th Generation (4G) network, such as a smartphone. This LTE 
modem is connected via Ethernet to a WLAN (Wireless Local Area Network) Router as 
well as the SatCom (Satellite Communication), made of satellite modem and its antenna.  

The satellite connection is assigned to the Broadband Global Area Network (BGAN), 
which is an Inmarsat service. It offers the possibility to benefit of a bandwidth of 256kbps 
(upload and download) while using relatively small satellite modem and satellite antenna. 
In this way, the information can access the “outside world”, also named the Wide Area 
Network (WAN), using either the satellite or terrestrial connection. The different 
connections and the related standards of the WAN are summarized in Table 2.1. 

 
Table 3.1 WAN connections and their related standards 

Element Remote element Interface Standard 

LTE modem WLAN Router Ethernet IP 

LTE modem Terrestrial Network LTE GSM/3G/4G 

BGAN modem WLAN Router Ethernet IP 

BGAN modem Satellite BGAN Inmarsat 

Single Board Computer WLAN Router Ethernet IP 

WLAN Router Coordinator Node  Ethernet IP 
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The satellite system for the field-testing was also proposed in the ESA 3InSat project [25]. 
It is from Hughes and is identified by the model 9450 [26]. It is composed of a satellite 
terminal (User Terminal, UT) and of an auto-pointing antenna.  

To overcome the constraints of GSM/3G/4G connections, it exploits a VPN on site and 
connects it over the satellite link to a remote server. The information is stored by the 
central server into a database, and it is post-processed. In this way, the monitoring of a 
structure can be updated in real-time and with high precision. 

3.2.2.1 Operational principle 

Figure 3.6 shows the functional diagram of the communication unit for the WAN. Both 
4G client and BGAN provide an interface enabling their configuration, and a specific 
hardware (i.e., LTE Modem and BGAN satellite terminal). 

 

 
Figure 3.6 WAN functional diagram for the real-time SHM 
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Both elements are connected to the WLAN Router via a physical link (Ethernet), which 
enables a logical link between the devices (IP packets). Since both terminals enable 
connecting the Coordinator Node to the “outside world” (remote connection), a firewall 
is needed for securing the system.  

The router on both interfaces provides the firewall functionality and it is also possible to 
further increase the security by enabling the “Virtual Networking”. It consists into 
creating the so-called Virtual Local Area Network (VLAN) with the result that both 
terrestrial and satellite networks are seen as separate internal virtual networks.  

Those virtual networks are generally separated from the internal Local Area Network 
(LAN) of the Router. Therefore, its functionalities can be summarized as follows: 

- routing (transfer packets from one source to the right destination), 

- virtual networking (VLAN),  

- firewall (security), and  

- support of Quality of Service (QoS).  

The processing unit is connected to the Router via an external interface (Ethernet) as well. 
It is the Single Board Computer (SBC), which provides a timeserver for synchronizing 
the clock of all devices (“Sync Server” / “Sync Client”) and also a “Link Selection” 
algorithm. This latter functionality aims to decide which link has to be selected for 
transmit the information to the remote site (i.e., terrestrial or satellite link). The choice is 
based on the availability of the two networks and on the signal quality of each one. 
Finally, a Global Navigation Satellite System (GNSS) module provides the 
synchronization of the local server with the Global Positioning System (GPS). 
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Chapter 4 Hardware and software integration 

In general, SHM systems are used to monitor the behavior of structures during forced 
vibration testing or natural excitation for structural health analysis and diagnosis. It 
includes some sensors installed on a structure and a centralized data acquisition device. 
The sensors convert the structural response into electrical signal, and the data acquisition 
device has to sample the electrical signal output from the sensors and store the sampled 
data in a central data repository. 

In order to ensure high quality signal sampling, structural monitoring systems employ 
coaxial wires as the link between sensors and the centralized data acquisition device. 
Coaxial wires provide a very reliable link, but their installation can be expensive and 
laborious. Indeed, when many sensors are required and they are far from the data 
acquisition device, this type of link is inconvenient. 

As a promising solution to these drawbacks, wireless structural monitoring systems are 
emerging. A wireless structural monitoring system consists of some wireless sensors 
installed on a structure, and a base station receiving the data by wireless links. The power 
supply of the sensors are usually batteries, sometimes with an energy harvesting device. 

A real-time SHM system based on wireless sensor and satellite technologies is designed 
in this chapter. The first part relies on previous researches [1-8], and the methodology for 
the components integration of the final system consists of three sections: (i) hardware 
know-how, (ii) functional procedures, and (iii) software implementation.  

It is design through a set of practical steps for the local storage and the next data 
transmission from the prototype to the remote site via satellite. 

4.1 Hardware know-how 

Reliability, accuracy, low cost and low power are the main qualities required by a SHM 
system for the infrastructure monitoring [9]. The selected devices for the development of 
a WSN consist of an Inertial Sensor (INS) with internal GNSS receiver, a credit-card 
sized computer, and a GBAN ZigBee Wireless Data Transmission Device. The specific 
functions for each component of the tracking unit are listed in Table 4.1. 
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Table 4.1 Technical specifications and functions of the WSN 

Hardware Function 

Ellipse-N 
Exploit INS capabilities also 

without navigation satellites signal 

GNSS antenna 
Acquire GNSS positioning data 

with quality field (accuracy/precision) 

Raspberry Pi 2 
Collect positioning information to allows 

local storage and post-processing 

GBAN ZigBee 
Send information to the collecting unit 
using Wireless Transmission Devices 

 

Therefore, in order to achieve a data post-processing, the local system has to be equipped 
with a data collector (RasPi) able to manage the storage of the information to be 
transmitted from the Coordinator Node to the remote control. In Figure 3.1 is shown all 
the hardware components for the final prototype used for the testing activity. 

 

 
Figure 4.1 Hardware components of the local storage 

 

Once the displacement values are correctly stored inside the memory of the data collector 
(Sensor Node), the information is sent by ZigBee devices to a collecting unit (Coordinator 
Node) placed near the infrastructure in order to be transmitted via satellite to a remote 
side for monitoring and maintenance purposes. 
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4.1.1 Micro Electro-Mechanical Systems (MEMS) 

To measure the displacement of the civil infrastructures with the method described in the 
previous chapter, a Micro Electro-Mechanical System (MEMS) named Ellipse-N and 
provided by SBG System is adopted [10]. It is a miniature sensor with high-performance 
MEMS based Inertial System, which achieves exceptional orientation and navigation 
performance in an affordable package. It also includes an Inertial Measurement Unit 
(IMU) and runs an on-board enhanced Extended Kalman Filter (EKF).  

The Ellipse series is divided in a comprehensive set of sensors and the Ellipse-N model 
is an Inertial Navigation System (INS), providing both orientation and navigation data. 
The use of positioning data by aiding equipments as an odometer can be used to provide 
accurate navigation data and to improve orientation accuracy.  

Moreover, this model embeds an industrial GNSS receiver and supports a proprietary 
protocol for best performance, but also standard protocols such as NMEA for direct 
integration into existing applications [11]. Figure 4.2 shows a general view of the sensor. 

 

 
Figure 4.2 Ellipse-N model with slide and top view 

 

In addition to the native sbgECom binary protocol, the Ellipse N implements the NMEA-
0183 standard protocol for both log outputs, aiding equipments input [12]. When NMEA-
0183 output is enabled, a subset of NMEA-0183 messages can be sent to external 
instruments and equipment connected to the receiver serial port. Figure 4.3 shows the 
basic organization of the sensor through a simplified block diagram. 
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Figure 4.3 Ellipse-N block diagram  

 

The Ellipse modular design allows to connect a wide range of aiding sensors. GNSS, 
odometer, and others can be connected to further enhance navigation performance. In 
addition, its Kalman filter is able to estimate some user entered parameters to further 
improve accuracy, such as GPS lever arm, odometer gain, and others. 

The basic idea behind the Ellipse Kalman filter is to take the best of each sensor, without 
drawbacks. A high frequency prediction step (i.e., propagation) uses the inertial 
capabilities to precisely measure motion and navigation data. When aiding data becomes 
available, the Kalman filter uses it to correct the current state and prevent drift. 

4.1.1.1 INS and OEM technology 

With the proliferation of low cost OEM (Original Equipment Manufacturer) GPS board 
sets on the market today, it is difficult to judge whether any particular one may be suitable 
for a required application [13]. Indeed, this kind of systems offer some benefit such as 
cost effective, compact in size, and lower power consumption.  

The main drawback is related to check the parameters setting and the compatibility with 
other devices in order to obtain a proper data acquisition. For this reason, it is necessary 
to compare the collected data with those coming from the available prototypes on the 
market by the manufactures.  

For instance, in case of vehicle navigation systems operating in an urban environment, a 
few receiver capabilities stand out. The speed of a receiver to regain the satellites after a 
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signal blockage is investigated by some authors [14]. Indeed, since satellite constellations 
change, GPS position determination can be degraded and intermittent.  

Continuous position and velocity are also important factors for vehicle location, and by 
testing the receivers in different urban scenarios, an assessment of the receiver suitability 
for navigation applications can be made. Two different types of GPS receivers (i.e., a 
geodetic-grade and an OEM type) are studied by other authors in the marine applications 
[15]. In this work, a kinematic test was carried out in Turkey, to assess the performance 
of the PPP (Precise Point Positioning) method in a dynamic environment. The PPP is a 
GNSS analysis technique where no observations from a reference station, as used by the 
conventional differential algorithms, are required.  

For the case under study can be useful to describe the IG-500N OEM, which is the board 
level option available for the Ellipse-N and shares all characteristics and performances of 
the box standard with a much smaller size and weight (Figure 4.4).  

      

 
Figure 4.4 IG-500N OEM  

 

In an incredibly small package (30x27mm) and in less than 10g, a full featured navigation 
that delivers consistent performance with an advanced calibration procedure and a 
configurable Extended Kalman filter (EKF). This model is more robust and easier to 
integrate than the traditional PCB (Printed Circuit Board) OEM module. The key features 
of the board level option and its evolution are listed in Table 4.2. 
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Table 4.2 Comparison of different generation of receivers 

Features IG-500N OEM ELLIPSE-N 

Dimension 27x30x14mm 46x45x24mm 

Weight  10g 47g 

Operating voltage 3.3 V to 30 V 5 - 36 V 

Power consumption 800 mW < 650 mW 

Specified temperature -40 to 85°C, 40 to 185°F -40 to 85 °C, 40 to 185 °F 

Roll / Pitch 0.8° RMS 0.2 ° 

Heading 0.5° RMS < 0.5° GPS 

Velocity < 0.1m/s 0.1m/s 

Position < 2m 2m 

Engine, update rate 
50-channels, 4Hz, 

L1 C/A Code SBAS 
72-ch, 10Hz, L1 C/A GPS, 

GLONASS, BEIDOU, SBAS 

Output rate 100Hz Up to 200Hz 

Serial interface 
RS-422, USB using an 

external adapter  
RS-232, RS-422, 

USB - up to 921,600bps 

Serial protocols 
Binary proprietary protocol 

NMEA/ASCII 
Binary eCom protocol 
NMEA, ASCII, TSS 

 

The only way to improve the displacement accuracy of a sensor network in SHM field is 
exploiting the ability of some GPS devices to receive differential correction from a 
reference station via satellite. This method is based on RF (Radio Frequencies) and allows 
to achieve measurements under the centimeter level. The possibility to check the benefits 
for an effective case study is faced in the future direction of the present work. 

4.1.2 Unconventional devices 

To measure the accelerations of the bridge cables, two different devices are investigated: 
the 147A triaxial accelerometer and the Crossbow CXL01LF3. The first one has large 
dimensions and weight (it is provided by Trimble), while the second one is commercially 
fabricated using standard micromachining methods in a clean-room environment. 

The 147A accelerometer is a force‑balance accelerometer that converts acceleration 
signals into voltage signals to measure various low frequency and ultra-low frequency 
motion (Figure 4.5). It uses a force-balance feedback technique to make up for the 
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mechanical limitations of conventional accelerometers. This overcomes the shortcomings 
of nonlinear distortion and threshold of sensitivity of elastic measuring parts [16]. 

 

 

 
Figure 4.5 General view of the 147A triaxial accelerometer 

 

The advanced features of the 147A accelerometer include high sensitivity, large linear 
range, high resolution, and high dynamic range. It is +/- 4g full scale and provides 
excellent dynamic range, which is useful when used with 24-bit digitizers like the 130-
MC Multi‑Channel Recorder and 130S Series Data loggers. In Table 4.3, the main 
specifications of the 147A triaxial accelerometer are summarized. 
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Table 4.3 147A triaxial accelerometer specifications 

Features Description 

Mechanical 
Dimensions 12.5x13.5x 9.8cm 

Weight 4.4lb (2Kg) 

Environmental 
Operating Temperature –4°F to 140°F (–20°C to 60°C) 

Storage Temperature –40°F to 185°F (–40°C to 85°C) 

Electrical 

Average Power <0.6W 

Power Supply +9 to +18VDC 

Full-scale Output ±10V differential, 2 VPP 

Sensitivity 2.5V/g 

Performance 

Full-scale Range ±4g 

Self-Noise <1μm/s/s 

Dynamic Range >155dB (DC to 10Hz) 

Linearity <0.1% 

Frequency Response DC – 150Hz (+/-3dB) 

 

Compared to the 147A, the capacitive MEMS accelerometer is relatively inexpensive 
(i.e., costing about $300). The CXL02 accelerometer (Figure 4.6) has an acceleration 
range of ±2g, noise floor of 0.5mg, and sensitivity of 1V/g [17]. It is powered by 5V and 
output an Analog Voltage signal between 0 and 5V (with 2.5V corresponding to 0g). 

 

 
Figure 4.6 General view of the Crossbow CXL01LF3 
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The low noise floors associated with the MEMS accelerometers are determined to be 
slightly below the quantization error inherent to the 16-bit ADC. Hence, an amplification 
of the accelerometer outputs can drastically improve the signal-to noise ratio of the 
digitized acceleration signals [18-20]. Table 4.4 reports the Crossbow specifications. 

 

Table 4.4 Crossbow CXL01LF3 specifications 

Features Description 

Physical 
Dimensions 1.98x4.45x2.72cm 

Weight 1.62oz (46gm) 

Environmental 
Temperature Range -40 to +85°C 

Shock 2000g 

Electrical 

Supply Voltage +5 ±0.25V 

Supply Current 4/axis mA 

Span Output ±2.0 ±0.1V 

Sensitivity 2V/g 

Performance 

Input Range ±1g 

Non-Linearity ±3%FS 

Noise Density 70 μg/Hz½ 

Noise 0.5mg rms 

Bandwidth DC-50Hz 

 

At last, the GPS positioning data can be acquired by the Trimble R10 GNSS receiver 
shown in Figure 4.7. This type of device incorporates: (i) GNSS antenna, (ii) receiver, 
(iii) internal radio, and (iv) battery in a rugged lightweight unit, which is ideally suited as 
a RTK rover or a quick setup base station [21]. 

In addition, a smart lithium-ion battery inside the system delivers extended the battery 
life and more reliable power. A built-in LED battery status indicator allows the user to 
quickly check the remaining time before charging (until to 5 hours with 450-900MHz 
receive and transmit option at 0.5W). 
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Figure 4.7 General view of the Trimble R10  

 

It also embeds some LEDs to monitor satellite tracking, radio reception, data logging 
status, Wi-Fi status, and power. The Bluetooth wireless technology provides cable-free 
communications between the receiver and controller. In Table 4.5, the main specifications 
of the Trimble R10 GNSS receiver are listed. 

 

Table 4.5 Trimble R10 specifications 

Features Description 

Physical 
Dimensions 11.9x13.6cm 

Weight 2.49lb (1.12kg) 

Environmental 
Operating Temperature –40°C to +65°C (–40°F to +149°F) 

Storage Temperature –40°C to +75°C (–40°F to +167°F) 

Electrical 

Power Supply 11 to 24 VDC 

Power Consumption 5.1W 

Lithium-ion smart battery 7.4V (3.7Ah) 

Sensitivity 2V/g 

Positioning 

Performance 

(RTK surveying) 

Single Baseline 
<30 km 

Horizontal: 8mm + 1ppm RMS 

Vertical: 15mm + 1ppm RMS 

Network RTK 
Horizontal: 8mm + 0.5ppm RMS 

Vertical: 15mm + 0.5ppm RMS 

Start-up time 2 to 8s 
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Once all the needed devices are available, it is necessary to use a reliable mounting 
system, which is able to support their weights, ensuring the ideal horizontal position of 
the platform during the operations, i.e., when is fixed to the footbridge cables. 

4.1.2.1 Differential GNSS with RTK system 

Consolidated and available technologies for a precise location are based on Global 
Navigation Satellite Systems (GNSS). The navigation systems provided by engineering 
advances in satellite technologies were initially the NAVSTAR GPS (Navigation System 
with Time and Ranging - Global Positioning System) developed and maintained by the 
US Department of Defense and Transportation, and the Russian Global Navigation 
Satellite System GLONASS (Globaluaya Navigatsionnaya Sputnikovaya Sistema) [22]. 
Although both are national military systems, they were available for use by the 
international private and commercial communities [23, 24].  

Recently a Chinese system (BeiDou) was completed as well as two of them designed and 
implemented by India, the Indian Regional Navigational Satellite System (IRNSS) and 
Japan, the Quasi Zenith Satellite System (QZSS), respectively [25, 26].  

In Europe, concern was voiced about dependence on a foreign military system and thus 
plans for a civilian global navigation satellite system were put in place. 

GPS employs two fundamental observables for positioning and navigation, the pseudo-
ranges and the carrier-phase. The first one is a measure of the distance between the 
satellite at the time of transmission and the receiver when receives the signal. When used 
in instantaneous stand-alone mode, one obtains an accuracy of 10-20m after the removal 
of selective availability. The second one can be used to determine ranges with millimetric 
accuracy, provided the integer ambiguity problem is solved [27-29].  

The system was divided in an overlay for the existing systems (GNSS-1), and a 
completely autonomous one with a separate space segment (GNSS-2). Further, the drop 
of equipment prices over the past ten years led to an enormous growth in the number of 
GPS users and new applications emerged such as car navigation systems, fleet 
management, aircraft approach, bridge deformation monitoring, and the navigation of 
agricultural field machinery. These multiple applications increased the necessity to 
improve accuracy, availability, and integrity in the systems.  

Currently, Differential GNSS (DGNSS) represents a solution for these user requirements, 
where correctional data are emitted from a reference system placed in a known position 
and sent to a receiver.  

In differential positioning, a minimum of two receivers, named Base Station and Rover, 
are involved. The Base Station occupies a known position during the session, and the 
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determination of the Rover related to the base represents the target of the work. Both 
receivers observe the same constellation of satellites at the same time, and since the base 
position is known, corrections may be generated in order to improve the solution at the 
Rover, as shown in Figure 4.8. 

 

 
Figure 4.8 Differential GNSS with RTK positioning 

 

The GPS signal is affected by a number of error sources including orbital and atmospheric 
propagation errors [30]. An improvement in the GPS performance can take the form of 
enhancements in the geometry of data sources (satellites), measurement quality, or both. 

4.1.3 Microcontroller and RF transceivers  

Regarding the wireless communication, CC2530 can be considered a good system-on-
chip (SoC) solution for the ZigBee applications from Texas Instrument [31]. It allows to 
build robust network nodes with low material costs. The chip combines the excellent 
performance of a leading RF transceiver with a standard enhanced 8051 MCU, in a system 
programmable flash memory (i.e., 8-KB RAM) and many other powerful features. 
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However, many software tools have to be involved in order to develop the CC2530-based 
ZigBee device. First, an IDE (Integrated Development Environment) is needed to 
program and compile the firmware code for the 8051 microcontroller core integrated in 
the CC2530 transceiver, i.e., the IAR Embedded Workbench 8051. After that, a ZigBee 
protocol stack (Z-Stack™) is used because the developer just needs to design the 
application program based on it. This open source stack, with two software tools to 
facilitate the debug and testing of ZigBee transceiver and wireless network (i.e., SmartRF 
Studio 7 and Packet Sniffer), is provided by the Texas Instrument. 

In addition, some hardware components are needed to make the whole development 
environment for the ZigBee-Serial Port adapter. The required tools include: debugger, 
development board, transceiver module and its adapting board, as shown in Figure 4.9.  

 

 
Figure 4.9 Development environment of the ZigBee Network 

 

The debugger is used to download and debug the firmware for the CC2530 8051 
microcontroller core. The development board is used to facility the access of the 
transceiver module resource. The latter integrates a CC2530 chip with the peripheral 
passive components of its GPIO (General Purpose Input and Output) and the power 
supply ports on a small PCB board.  

Figure 4.10 shows the first prototype of the ZigBee Sensor Node, which is a ZigBee to 
RS232 adapter consisting of: (i) CC2530 module, (ii) antenna, (iii) UART to RS232 
converter, (iv) DB9 serial port connector, (v) 5V power supply connecter, and (vi) JTAG 
interface for downloading and debugging the firmware.  
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Figure 4.10 Top (a) and bottom view (b) of the Sensor Node 

     

Otherwise, the ZigBee Coordinator Node is a ZigBee to USB (Virtual RS232) adapter 
made of: (i) CC2530 module, (ii) antenna, (iii) UART to USB bridge, (iv) USB connector, 
and (v) JTAG interface, as shown in Figure 4.11.  

 

 
Figure 4.11 Top (a) and bottom view (b) of the Coordinator Node 

 

It is worth notice that the first version of the ZigBee Sensor Node was design with a 
RS232 adapter because it was not defined in which way the transmission had to be carried 
out at the measurements point. After the choice to use the Raspberry Pi as data collector, 
it was converter in same way of the Coordinator Node. Table 4.6 summarizes all the 
network properties of the ZigBee modules. 
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Table 4.6 Network properties of the ZigBee modules 

Network Properties Description 

Wireless Standard 
Protocol 

ZigBee-Pro (High Level) 
IEEE802.15.4 (Low Level) 

Raw Bandwidth 250kbps (raw data rate) 

Frequency Band 
2.4G License-free ISM 
From 2400-2483.5MHz 

Frequency Channel 16 

RF Power 1dBm to 20dBm 

Network Typology Star, Tree, or Mesh 

Single Hop Range 1Km (Line of Sight) 

Network Robustness Self-organization and Self-healing Routing 

Anti-RF Interference 

CSMA-CA (Carrier Sensing Multiplexing 
Access/Collision Avoidance): avoid collision 

Acknowledge-Retransmission reliable communication:  
deal with temporary interference 

Frequency Agility: deal with permanent 
or intentional interference 

Network Security 128bit AES Encryption 

 

The firmware application of the ZigBee devices is named SerialApp and is built on the 
ZigBee protocol stack Z-Stack (Version ZStack-CC2530-2.5.1a), as shown in Figure 
4.12. It implements a transparent data transfer between the serial port and the ZigBee 
stack. When a data packet is received from the air (ZigBee stack), the SerialApp passes 
it to the serial port. When a data stream is sent to the serial port, the SerialApp passes it 
to the air. Since the data over the air is based on packets and the packet length is limited, 
the data stream from serial port may need to be fragmented. For this reason, the SerialApp 
adopts a software flow control to frame the data stream from serial port into packets. 
Thus, the data are processed when an idle data number or time exceeds a predefined 
threshold. 
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Figure 4.12 Firmware application between Sensor and Coordinator Node 

 

To guarantee the reliability of the wireless data transfer, Z-Stack offers an end-to-end 
function in addition to the single-hop acknowledgement. In this way, each sending device 
can get always the confirmation that a data packet has been delivered to its destination. 

Since many Sensor Nodes send their data to the Coordinator Node simultaneously and 
the data of one GPS device is long and should be divided into more than one packet, the 
integrity of the message may be damaged. To avoid this problem, the following method 
is adopted: the sentences are unpacked by character and transmitted as smaller fragments 
that are then reassembled by the receiving device. 

4.1.4 Satellite terminal 

The WAN Unit of the real-time SHM system is based on the solution provided by 
TriaGnoSys GmbH in the framework of the ESA project named 3InSat [32]. The 3InSat 
communication unit is a suitcase with the aim to record the position measurements within 
a train, and to forward the information over a satellite (Inmarsat BGAN) or terrestrial link 
(proprietary Machine-to-Machine, M2M, system provided by Vodafone). 

It contains all the elements shown in Figure 4.13: (i) BGAN system composed of a 
terminal and of an auto-pointing antenna, (ii) Integrated Services Router for GSM/3G and 
connectivity between the different components, (iii) GNSS Receiver, and (iv) Laptop 
used as processing platform for configuration and management. 
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Figure 4.13 Interior of the 3InSat communication unit 

 

From the initial configuration above described, only the satellite backhauling part was 
retrieved and the following subcomponents are added: 

- GSM/3G/4G modem (client of terrestrial networks), 

- WLAN router (Ethernet router), 

- Single Board Computer (processing platform), and 

- Coordinator Node (information depository). 

The WLAN router aims to interconnect the subcomponents of the WAN Unit, which are 
connected to the central node of the network via Ethernet. Therefore, the router have a 
switch with four ports. Since the information relayed by the unit represents rather low 
volumes and is transferred with few kbps, the Ethernet rate can be at 100Mbps. 

In this way, the unit can be connected at IP broadband speeds of up to 464kbps or using 
the BGAN terminal (Figure 4.14). The Hughes 9450-C11 terminal is fully approved for 
operation on Inmarsat’s BGAN satellite service, and provides also high performance on 
the move connectivity for the most demanding environments. 
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Figure 4.14 Inmarsat BGAN mobile terminal 

 
As shown in Figure 4.14, the system is from Hughes and is identified by its model number 
9450. It is composed of a satellite terminal (User Terminal, UT) and of an auto-pointing 
antenna. Both are interconnected and operate autonomously. The UT offers in addition: 
four Ethernet featuring PoE (Power over Ethernet), two RJ11 ports for telephone or fax, 
ISDN port, and Wi-Fi. Table 4.7 reports all the terminal specification. 

 

Table 4.7 Hughes 9450-C11 terminal specifications 

Features Description 

BGAN Up to 492 kbps. 

Ethernet ports 4x RJ45 with PoE 

RJ11 ports 2x: one for telephone, one for fax 

ISDN port 1x 

Wi-Fi Yes, 802.11b/g, WEP security 

GPS Yes, integrated in the antenna unit 

Performance 
QoS selectable: 32 kbps, 64 kbps, or 128 kbps 

(11 simultaneous sessions) 

Power supply 12V or 24V 

Consumption 32W idle / 65W max (no PoE) 

Dimensions / Weight 281x234x46 mm / 2.3 kg 

Environment 95% relative humidity at 40°C 
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At last, flexible options are available for the installation on any type of vehicles. The 
mini-antenna may be permanently mounted for the fleet-style installation or the optional 
magnetic roof mount can be used for rapid installation and removal. 

4.2 Functional procedures 

The proposed wireless network makes use of low power consumption, small size, and fast 
working systems such as the Raspberry Pi (RasPi). This device is a credit card-sized 
single board computer developed in the UK by the Raspberry Pi Foundation with the 
intention of promoting the teaching of basic computer science in schools.  

The Raspberry Pi 2 is based on the Broadcom BCM2835 SoC, which includes an 
ARM1176JZF-S 700 MHz processor, VideoCore IV GPU and is shipped with 512MB of 
RAM. It has a HDMI support and a Micro SD (Secure Digital) card slot for booting up 
due to lack of BIOS and a persistent memory [33, 34]. Figure 4.15 shows the chosen 
model with a view of its components. 

 

 

Figure 4.15 Raspberry Pi Model 2 

 

Several tools are available for Python, which is the main programming language of the 
system. The Foundation provides Debian and Arch Linux ARM distributions for 
download, but Raspbian Wheezy has been customized to run on the Pi [35]. 
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Raspbian is a Debian based Operating System (OS) launched on July 2012. In particular, 
it is an unofficial port of Debian wheezy ARMHF (ARM Hard Float), which is an ARM 
architecture coupled with hardware support for VFP (Vector Floating Point). This 
addition make fast the processes that require the use of floating point calculations, and 
can perform advance instructions processing contained in the ARMv6 architecture. 

4.2.1 Communication protocol 

The NMEA protocol is the way to transmit the information collected by the GPS receiver. 
The message is a string of comma-delimited text and it includes: 

- an identifier to distinguish it from other messages in the data stream, 

- one or more fields of data, separated by a comma, and 

- a checksum preceded by an asterisk to validate the data.  

All sentences in this type of format begin with a dollar signal “$”, going on with talker 
ID code “GP” and message ID code. Data fields follow comma delimiters, although they 
do not contain information, and an asterisk with a checksum value follow the last one 
ending with a carriage return and a line feed. 

The checksum is calculated from all characters in the message including commas, but not 
including dollar signal and asterisk delimiters. The hexadecimal result is converted to two 
ASCII characters (0–9, A–F) and the most significant appears first. 

In the cases under study, the required strings are: (i) GGA (GPS Fix Data) that contains 
time and position, (ii) RMC (Recommended Minimum Specific GPS Data) to identify the 
SOG (Speed Over Ground), and (iii) GST (GPS PRN) for the RAIM (Receiver 
Autonomous Integrity Monitoring) of that position. They structure is expressed as: 

$𝐺𝑃𝐺𝐺𝐴, 151924,3723.454444,𝑁, 12202.269777, 𝐸, 
2,09,1.9,17.49,𝑀, 25.67,𝑀, 1,0000 ∗ 57 

(4.1) 

$𝐺𝑃𝑅𝑀𝐶, 123519, 𝐴, 4807.038, 𝑁, 01131.000, 𝐸, 
022.4,084.4,230394,003.1,𝑊 ∗ 6𝐴 

(4.2) 

$𝐺𝑃𝐺𝑆𝑇, 172814.0,0.006,0.023,0.020,273.6, 
0.023,0.020,0.031 ∗ 6𝐴 

(4.3) 

In Table 4.8, the meaning of the GGA message fields is reported in detail. 
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Table 4.8 NMEA-0183 GGA message fields 

Field Meaning 

0 Message ID $GPGGA 

1 UTC of position fix 

2 Latitude 

3 Direction of latitude (N: North, S: South) 

4 Longitude 

5 Direction of longitude (E: East, W: West) 

6 GPS Quality indicator 

7 Number of SVs in use, (range 00-24+) 

8 HDOP 

9 Orthometric height  (MSL reference) 

10 Unit of measure for orthometric height (meters) 

11 Geoid separation 

12 Unit of measure for geoid separation (meters) 

13 Age of differential GPS data record (Type 1 or 9) 

14 Reference station ID (range 0000-4095) 

15 The checksum data, always begins with * 

 

After that NMEA-0183 output is enabled, a subset of these messages is sent to the data 
collector (RasPi) connected to the receiver serial ports. The output data transmission is 
provided by an USB interface, which is fully compatible with the Pi input ports. 

4.3 Software implementation 

The GPS device is set to provide a GGA string per sec in the NMEA-0183 format. It is 
connected to the first data collector (RasPi_I) by a USB link. A second USB interface 
host the ZigBee Sensor that transfer the data to the ZigBee Coordinator and from here to 
the second data collector (RasPi_II), where a text file save the strings. Any of the steps 
listed above requires a specific software. As RasPi_I is switched on, the following 
commands are executed: 
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import serial, itertools, os 
from time import strftime, gmtime, sleep 
 

The software imports first the libraries of the Python language. They are: (i) os necessary 
to access the File System, (ii) itertools to manage the counters, (iii) serial which drives 
the serial communication, and (iv) time to access the system clock. Some constants 
(baud-rate and buffer-size) are then assigned to fix a file whose name comes with date 
and time. 

 

control = "^" 
master = "/dev/master" 
ellipse = "/dev/ellipse" 
#master = "COM5" 
#ellipse = "COM4" 
baud = 38400 
bufferSize = 100 
 
def getFileNameWithTimestamp(): 
    return "data_" + strftime("%Y-%m-%d %H-%M-%S", gmtime()) + 
".txt" 
 

The next step is referred to the RasPi_II and sees as input the file name, starts the device 
and collects the received information in an array of suitable size: 

 

def getFileName(name): 
    def increment_filename(fn): 
        fn, extension = os.path.splitext(name) 
        n = 1 
        yield fn + extension 
        for n in itertools.count(start=1, step=1): 
            yield '%s%d%s' % (fn, n, extension) 
 
    for filename in increment_filename(name): 
        if not os.path.exists(filename): 
            return filename 
 

The array elements are sent one by one to the ZigBee with a control character ending the 
transfer: 
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def check(): 
    _assertConnection() 
    while 1: 
        data = ser_in.read(1) 
        if(data == control): 
            read()   
 

This method appends what it reads to a new string through the “save” function, but only 
if such string does not exceed the buffer’s length: 

 

def read(): 
    _assertConnection() 
    string = "" 
    while 1: 
        if(len(string) > length): 
            check() 
            break 
        elif (len(string) == length): 
            save(string) 
            print(string) 
        string += ser_in.read(1) 
 

At last, it opens a file and appends a string to it. Finally the file is closed: 

 

def save(string): 
    file_out = open(filename, "ab") 
    file_out.write(strftime("%Y-%m-%d %H-%M-%S", gmtime()) + "\t" 
+ string) 
    file_out.close() 
 
filename = getFileName("data.txt") 
print("Data will be written to: " + filename) 
print("LISTENING: ") 
check() 
 

In Appendix A, a full version of sending and receiving codes is provided to show all the 
operations of the wireless data acquisition software implemented in Python language. 
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Chapter 5 Performance assessment 

In this chapter, the results of three different experimental campaign are presented. The 
first section addresses the tests carried out in laboratory in order to validate the 
performance of the wireless data acquisition system. The second part took place in a train 
maintenance yard, and it was focused on the satellite transmission of positioning data 
from a railway convoy.  

The data lost during the transmission and the power demand of the system are 
investigated. In particular, the satellite communication is checked at the railway site of 
Barrow Hill, near Chesterfield (UK). The specialty test-bed is exploited to evaluate the 
system behavior when the message has to be forwarded from the Coordinator Node to the 
WAN Unit, enabling the satellite broadcast to reach a remote center. 

At last, all the equipment has been applied to the real monitoring scenario of the “Tesa” 
footbridge, located in Farra d’Alpago (Italy), where the Kalman filter-based data fusion 
is used to show how the GPS positioning can offer a more accurate response if coupled 
with the displacements achieved from a three-axial accelerometer. 

5.1 Wireless data acquisition testing 

Laboratory tests are here analyzed from the point of view of wireless link quality. Two 
aspects are worth being discussed: data packet loss, in term of PPR (Packet Reception 
Rate), and energy consumption. The data loss issue is addressed by a reliable 
communication method with a character checking mechanism. This type of approach is 
adopted to avoid data loss and sentence duplication as well. 

After acquiring a NMEA string from the GPS sensor, the RasPi_I will send each single 
character of the GGA (GPS Fix Data) message to the RasPi_II within the time window 
of a second. If the message is checked to be correct by the character control, it is regarded 
as having been successfully transmitted. Otherwise, the Sensor Node will retransmit the 
sentence to the Coordinator Node (Figure 5.1).  

Since the RasPi_I continues to acquire a new string every second from the GPS sensor, 
this procedure may cause a delay in the final collection of the transmitted data. To avoid 
this problem, the “corrupt” strings are send with a period (0.1s) less than the sampling of 
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the system (∆𝑡 = 1𝑠). In this way, the next operation can be performed without changing 
the software behavior. Each sentence is also marked by a sequence number, which reports 
the date and the acquisition time.  

 

 
Figure 5.1 Laboratory tests to check the wireless transmission 

 

Figure 4.1 shows the data acquisition testing carried out in the laboratory of Pavia 
(DICAr). After the development of the proposed data acquisition system, some tests were 
performed to check if the data loss is acceptable and are summarized in Table 5.1. 

 

Table 5.1 The PRR values for the laboratory tests 

Id 
UTC Time (hh:mm:ss) 

Length (mm:ss) NMEA strings (n) PPR (%) 
Start End 

T01 12:01:09 12:09:27 08:16 499 99,80 

T02 12:27:44 12:34:14 06:58 392 99,74 

T03 12:35:05 12:43:22 08:17 499 99,80 

T04 12:43:57 12:46:35 02:38 159 99,37 

T05 12:47:00 12:55:17 08:17 499 99,80 

T06 12:55:53 13:04:10 08:17 499 99,80 

T07 13:05:23 13:13:40 08:17 499 99,80 

T08 13:15:15 13:19:54 04:39 281 99,64 

T09 13:20:17 13:28:34 08:17 499 99,80 

T10 13:29:24 13:33:48 04:24 266 99,62 
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The PRR (Packet Reception Rate) is defined as the number of successfully received data 
packets divided by the number of actually transmitted data ones. In Table 5.1, its value is 
expressed in percentage. The three-dimensional graph of Figure 5.2 compares the 
percentage of NMEA strings transmitted (blue) and those received (orange) by the 
Coordinator Node via ZigBee. 

It is worth noting that the antenna setup greatly affects the radio communication. As listed 
in Table 5.1, the PRR of the wireless data acquisition system is almost 100% because the 
antenna of the Sensor Node was elevated to the same height of the Coordinator. 

 

 
Figure 5.2 A three-dimensional graph of the NMEA string transmitted (blue) 

and received (orange) during the tests 

 

The wireless data acquisition system adopts omnidirectional antennas with a high gain of 
5.4dBi, but the communication range can be extended. However, a higher gain will lead 
to a narrower beam width and a higher directivity, since the radiation power is 
concentrated on the main lobe. Therefore, all the device antennas have to be set up in such 
as a way that their main lobes are of the same plane in order to minimize the path loss of 
the radio signal channel. 

The RasPi is powered at 4.94V and the power consumption, when receiver and wireless 
device are powered on, is almost 400mA. Therefore, an external battery of 10Ah 
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(ROMOSS Sailing 5), which delivers 5V and 2000mA of current output, is used to 
provide an autonomy of 24 hours [1]. 

5.2 Examples of satellite communication 

The FP7 European Union project named SPARTACUS (Satellite Based Asset Tracking 
for Supporting Emergency Management in Crisis Operation) is motivated by the ambition 
to provide the accurate positioning of trains, goods and people during emergencies [2].  
Any kind of information has to be convoyed locally and relayed to a remote-site area in 
dissimilar ways, because the existing networks can be damaged, overloaded or failed.  

Currently, communications based on radio interfaces are adopted for different purposes, 
the specific features depending on the application and the environment.  

Therefore, one challenge of the project consists in identifying which mean of 
communication is useful to pursue the above-described target, and how they should be 
implemented with the other components. 

The experimental activity summarized in this section is focused on the assessment of the 
value of academic efforts to design the tracking and collecting units. The positioning 
accuracy, including the correctness of the transmitted messages, is also investigated to 
ensure the capabilities of those units. 

The proposed solution is based on satellite technologies that can be used in the tracking 
of critical assets as containers transporting goods. The problem is that they can be 
unavailable in harsh environments, such as urban locations with high density of trees or, 
of course, tunnels.  

First, the project motivations are clarified and, after that, the governing relations of the 
rail transportation are detailed to explain the difference of the adopted models. Finally, 
the results of the functional test carried out at the Barrow Hill site are presented to 
emphasize the accuracy and the reliability of the entire system. 

5.2.1 Overall framework 

The system architecture of the proposed solution is addressed to three different 
application areas as described in detail by some recent papers achieved within the project 
SPARTACUS [3-5]. It is designed to manage every demands on-site, near emergency 
places and tracked entities. Moreover, the implementation includes local and remote 
communications that are used for the best real time display and the direct situation 
awareness [6]. 
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Figure 5.3 shows a graphical representation of functionalities and technical specifications 
regarding positioning, data acquisition and communication units. The SPARTACUS 
Tracking Units (STrackUs) are connected with a low-power communication to the SColU 
(SPARTACUS Collecting Unit) placed into the locomotive or the front truck [7]. 

Finally, the SColU is linked (via Ethernet) to the SPARTACUS Communication Unit 
(SComU) of the locomotive. It can transmit the collected data by terrestrial or satellite 
networks to the control center (and to the nearest train station) for the best management 
of rescue operations in case of disaster. 

 

 
Figure 5.3 SPARTACUS architecture for the transport application 

(Courtesy of D’Appolonia) 

 

Freight trains are generally made by a locomotive, some wagons and many containers. 
Since their owners may be different within the convoy, the STrackU is equipped with an 
identification code and an internal position recording for each of them. In this way, a 
precise positioning and timing of all components can be offered to each stakeholder in a 
railway ecosystem for analysis or additional verifications. 

Due to the large number of required units, systems on containers and wagons need to 
show affordable prices, while the STrackU installed on the locomotive could be more 
expensive. Thus, the costs also determine the hardware and software performance: 
medium positioning precision with low energy consumption is assigned to containers and 
wagons, and high precision with high power consumption is reserved to the locomotive. 
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Power supplies are different for each railway component as well. A standalone device 
with batteries that guarantee at least 24h working time is conceived for the secondary 
elements and a suitable power for some hours on the train head (STrackU and SColU). 

5.2.2 Governing relations 

The adopted software functionalities are divided in lower and upper level functions. The 
lower level function uses the data coming from the low-cost sensors to estimate their 
medium level positioning. The upper level function integrates this information with that 
coming from further devices in order to provide a high accuracy position for each sensor. 
The adopted devices are also known as INS (Inertial Navigation Systems), and are 
equipped with an Extended Kalman Filter (EKF). Indeed, these receivers provide noisy 
measurements that can be fooled by jamming or magnetic interferences [8-10]. When 
data from an external odometer are available, for instance, the Kalman Filter uses them 
to correct the current state.  

In this way, the motion measurements may be accurate, but this kind of computation 
suffers from drifts when the integration time becomes long [11]. For this reason, upper 
level algorithms are proposed to make the devices compliant with the positioning 
requirements. 

In detail, the sequence of the units within the train chain is determined when the convoy 
is at rest in a station. During this phase, the positioning algorithm implemented in the 
SColU computes the relative distance between the locomotive and the other units. The 
data are received by low-power wireless connections (XBee devices) [12].  

After that, the rough position of each unit is refined by the SColU and the relative position 
between two consecutive units is propagated from the locomotive until to the end of the 
train. When the train comes to another station, the upper level function re-starts from the 
beginning. These functionalities are designed to work when the GNSS signal is available 
with the aim of increasing the accuracy performance of the STrackUs. 

5.2.2.1 Rail transportation 

The upper level positioning algorithms are implemented in order to refine the position 
information of wagons and containers. They essentially process the data of each tracking 
units after a merge with the high-cost data of the locomotive.  

It provides a better position accuracy when compared with the results achieved for 
wagons or containers, because the external odometer computes a precise speed 
measurement by sensing the angular rate of the wheels. 
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Moreover, the merging is performed by exploiting the geometric and kinematics 
constraints of the convoy. In particular, geometric constraints are given by the relative 
position between the vehicles and among the containers as well. 

These constraints arise from empirical observations and can be used to reduce the effects 
of disturbances and to improve the overall positioning accuracy. The units are assumed 
as mass points, moving along a curve and over a plane. The radius is sufficiently large to 
assume that the velocity vector is aligned with the longitudinal axis of the wagons. 
Therefore, heading and course of a single wagon over ground may be considered the 
same.  

The distance between the elements is constant during the trip. A maximum of three 
containers can be put on board for each wagon. The chained sequence of a rail convoy is 
shown in Figure 5.4. 

 

 
Figure 5.4 Distance (Rji) and angle (σji) between the wagons of a freight train 

for SPARTACUS applications (Courtesy of UNIBO) 

 

The upper level algorithms are designed in a different way for wagons and containers. 
Each of them consists of two phases depending on being the train at rest or in motion. To 
detect the current status, the speed of the locomotive is monitored. If it is lower than the 
threshold of 2.78m/s, the train is assumed to be at rest.  

In addition, a mathematical model describing the kinematics of the system is needed and 
the data merge is performed by the EKF.  
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Due to the similarity of the chained sequence for wagons and containers, the mathematical 
model is the same and the model is here proposed for the wagon chain. In Figure 5.4, i 
denotes the i-th STrackU (i = 0, 1…n) where n is the number of wagons and 0 (zero) is 
used for the locomotive. The kinematics model of the i-th vehicle is expressed by the 
relations: 

�̇�𝑖 =  𝑉𝑖 cos(𝜒𝑖) (4.1) 

�̇�𝑖 =  𝑉𝑖 sin(𝜒𝑖)  

�̇�𝑖 =  𝑎𝑖𝑙  

�̇�𝑖 =  
𝑎𝑖𝑛
𝑉𝑖

  

where Ni and Ei are respectively the North and East coordinates of the position, Vi denotes 
the speed, χi is the Course Over Ground (COG), while 𝑎𝑖𝑙, 𝑎𝑖𝑛 are the accelerations along 
and transversal to the course. The mathematical model of the kinematics of the relative 
motion between the j-th and i-th vehicles is: 

�̇�𝑗𝑖 =  𝑉𝑖 cos(𝜒𝑖 − 𝜎𝑗𝑖) − 𝑉𝑗 cos(𝜒𝑗 − 𝜎𝑗𝑖) (4.2) 

�̇�𝑗𝑖 =  
𝑉𝑖 sin(𝜒𝑖 − 𝜎𝑗𝑖) − 𝑉𝑗 sin(𝜒𝑗 − 𝜎𝑗𝑖)

𝑅𝑗𝑖
 

 

where σji is the angle between the North direction and the Line Of Sight (LOS) direction 
from the j to i vehicle (j > i) and Rji is the relative distance between them (Figure 5.4). 

5.2.3 Specialty test-bed 

The system assessment, in term of robustness and reliability of the communication links 
(wireless and satellite) is the goal of the tests carried out in April 2016, at the railway site 
of Barrow Hill. This locomotive maintenance yard is located near Chesterfield in the 
United Kingdom [13], and the case study was designed with the collaboration of the 
Centre for Railway Research (NewRail). 

The experimental investigations were carried out in an area of 8.5ha with continuous track 
of 1200m. The site is divided in three areas due to the maximum speed allowed for each 
path: (i) Yard Lines at 2.2m/s, (ii) Network Rail Access at 4.4m/s, and (iii) Branch Line 
at 8.9m/s, as shown in Figure 5.5. 
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Figure 5.5 Layout of the Barrow Hill site for SPARTACUS applications 

(Courtesy of UNEW) 

 

The convoy is made by a locomotive, three wagons and one container. Each wagon is 
equipped with a SPARTACUS Tracking Unit (STrackU), consisting of an inertial sensor 
(Ellipse-N), a wireless device (ZigBee), and a data collector (RasPi). The container is 
located on board the last wagon. The STrackUs power is supplied by portable batteries, 
they are set into a protective box as shown in Figure 5.6. 

The desired information is recorded in NMEA format [14]. The sentences are acquired 
by the developed software of each STrackU, and sent via wireless to the SComU 
(SPARTACUS Communication Unit), which is placed inside the locomotive (Figure 5.6). 

 

 
Figure 5.6 Systems on board the locomotive (a) and wagons (b) 
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The system on board the locomotive (SColU) is conceived to collect the positioning data 
of each STrackU, and to transmit via satellite the information to a remote center. For this 
type of application, the position accuracy of each vehicle is aim of the developed system. 
The case study is reported as a test of the PPR of two types of communication for a freight 
train in the railway site. First, the ZigBee behavior from a wagon or a container to the 
head train, and then the transmission, based on a VPN over satellite, of NMEA messages 
from the locomotive to a remote center. The results are summarized in Table 5.2. 

 

Table 5.2 PRR values achieved during the field tests 

Id 
UTC Time (hh:mm:ss) 

Length (mm:ss) NMEA strings (n) PPR (%) 
Start End 

L1 09:15:01 09:51:05 36:04 2732 100,0 

W1 09:37:49 10:37:18 59:29 372 99,46 

W2 09:37:47 10:37:16 59:29 373 99,73 

W3 09:38:01 10:37:21 59:20 364 98,90 

C1 09:37:48 10:37:26 59:38 366 99,45 

 

The first test (L1) is addressed to check the data transmission via satellite of the SComU, 
while the results labelled W1, W2, W3 and C1 are referred to the wireless communication 
of the message from wagons/container to the locomotive. In particular, the above listed 
results were elaborated from the data stored by the software in the last day of 
measurements. The outcome of this analysis leads to the conclusion that the system 
behavior is fully performed also when the message has to be forwarded from the data 
collector (RasPi) to the SComU, enabling the satellite broadcast. 

5.3 A bridge application 

The use of data fusion based on Kalman filter has become common in literature, 
especially for the displacement estimation of civil infrastructures [15-18]. Therefore, it is 
necessary to demonstrate that the result of this scientific approach can be more accurate 
than the single measurements carried out by accelerometers or GPS receiver. 

At the same time, the behavior of existing infrastructures was investigated under wind 
loads or vibrations induced by people and vehicles [19-27]. It is well known that this type 
of problems are essential for the structural safety of long-span suspension bridges, but are 
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also addressed to the comfort of the pedestrians crossing a footbridge [28-36]. For these 
reason, the case study for the present research activities can be represented by the “Tesa” 
cable-stayed pedestrian bridge, which is located in Farra d’Alpago not far from Belluno 
(Italy). Details on this structure are provided in Appendix B, while a general view of the 
footbridge is shown in Figure 5.7. 

 

 
Figure 5.7 General view of the “Tesa” footbridge 

 

Overall, 16 steel cables (with a diameter of 44 and 32mm) are employed to support the 
two main curved GLT beams of rectangular cross-section by 123.8cm. Therefore, the aim 
of this experimental campaign is to measure the displacements of the footbridge cables 
carried out with a three-axial accelerometer (147A) and with a GPS receiver (R10), 
individually. After that, a data fusion between them will be made in order to prove that 
the proposed method offers the most reliable and accurate response. 

In addition, the loads associated to the wind can be regarded as “ambient vibration” or 
“background noise”, and long acquisitions of the cables behavior under hummer blows 
and “low-wind-velocity” were also collected with the Crossbow CXL01LF3 with the aim 
to compare the data achieved with those acquired from the Trimble 147A accelerometer. 
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5.3.1 Boundary conditions 

Measuring the displacements of this footbridge cables is not an easy task. The main issue 
is due to the fact that they can have a considerable inclination, compared to an ideal 
(horizontal) plan where the devices have to be placed. In particular, the footbridge cables 
under study has been tilted about of 54° and 33°, as shown in Figure 5.8. 

 

 
Figure 5.8 Focus on the inclination of the footbridge cables 

 

For this reason, it was exploited a mounting system, which was fixed on those cables 
ensuring to avoid slides and rotations of two devices. The proposed solution was 
composed by the following components: 

- a rectangular plate (thickness of 5mm),  

- upper-lower parts for anchoring, 

- two type of arms (230 and 340mm), 

- screws and bolts for each support. 

Concerning the material, it was made prevalently of steel. Since only one pair of supports 
is directly fastened to the plate, the system offers the possibility to regulate its 
configuration with two ad-hoc arms according to the desired inclination (Figure 5.9). 
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Figure 5.9 Upper-lower supports and short-long arms of the system 

 

The plate surface is also provided with holes to fasten the devices widely described in the 
previous section (i.e., the 147A accelerometer and the R10 GNSS receiver), but also the 
potential Single Board Computers that are responsible for the wireless communication. 
Figure 5.10 shows in which way the final configuration of the system has been designed.  

 

 

Figure 5.10 System configuration for 54° (a) and 33° solutions (b) 

 

Once the above-described system has been subjected to some laboratory tests, the entire 
experimental equipment was able to be checked on the real monitoring scenario identified 
by the “Tesa” footbridge located in the area of Farra d’Alpago. 
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5.3.2 Experimental campaign 

On November 11, 2016 a set of tests were carried out to acquire the cables dynamic 
response (i.e., the accelerations and the GPS positions of a starting point along them) 
under different loading conditions. The Base Station was represented by the NET R9 with 
its geodetic antenna, and the differential corrections were sent to the Rover (i.e., Trimble 
R10) by RF transmitter supplied by an external battery, as shown in Figure 5.11. 

 

 
Figure 5.11 Base station with the RF transmitter 

 

The mounting system was tailored to the footbridge cable that connects the antenna to the 
centerline of the deck, while the Crossbow was applied on the opposite cable (Figure 
5.12). The 147A was equipped with a data logger, which need to be powered at 12-24V.  
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Figure 5.12 147A (a) and Crossbow (b) as located on the footbridge cables 

 

The Crossbow data transmission is entrusted to wireless transceivers named WSUs 
(Wireless Station Units), which was placed over the deck. This technology has been 
developed in order to cover all the entire span length of the bridge, without the need for 
the intermediate storage stations. An example of this device is reported in Figure 5.13. 

 

 
Figure 5.13 WSU employed for the Crossbow data transmission 

 

Four groups of tests are carried out during the experimental campaign: 

- “Test A”, environmental loads (the bridge location is often interested by strong 
winds and it was used as “calibration” test for the instrumentations), 

- “Test B”, walking along the deck (i.e., a round trip of one person is considered), 

- “Test C”, hummer blows in horizontal directions (Figure 5.14), and 
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- “Test D”, moving the cable by hand to simulate strong winds blasts. 

 

 
Figure 5.14 A picture from “Test C4” 

 
During the in situ tests, the 147A and the R10 GNSS receiver were always in the same 
location, while the Crossbow CXL01LF3 was deployed in the following positions: 

- for the tests labelled “A” and “B”, it was placed over the deck at the centerline 
of the footbridge, and the Wireless Station Unit was named  WSU0, 

- for the tests labelled “C” it was alternately anchored to the four cables opposite 
to the Rover position (WSU1, WSU2, WSU3, and WSU4), 

- for the test labelled “D”, it was anchored only to the “internal-main” cable 
(WSU4), as shown in Figure 5.15. 

 

 
Figure 5.15 Equipment configuration during the in situ tests 
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The accelerations are acquired at 15°C and 13.3°C air temperature and with a sampling 
frequency of 100Hz in order to compare the data collected by the two devices. An 
example of the accelerations acquired by the 147A and the WSU1, along the Z-axis for 
the “Test D”, is reported in Figure 5.16 and in Figure 5.17. 

 

 
Figure 5.16 “Test D” accelerations along the Z-axis acquired by the WSU4 

  

 
Figure 5.17 “Test D” accelerations along the Z-axis acquired by the 147A 

 

The results has been elaborated using the standard approach proposed by the classical 
Fast Fourier Transformation (FFT), within the MatLAB environment [1]. The related 
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acceleration periodograms for the components along the Z-axis are given in Figure 5.18 
and Figure 5.19.  

  

 
Figure 5.18 Periodograms from the signal of the WSU4: FFT along Z-axis 

 

 
Figure 5.19 Periodograms from the signal of the 147A: FFT along Z-axis 

 

The analysis of the acceleration periodograms shows the same ranges for the frequencies, 
and the experimental results confirmed the low sensitivity of the cables dynamic response 
to the temperature variations. The data acquired from the 147A are then integrated two 
times in order to achieve the displacement of the “internal-main” cable (i.e., Figure 5.20 
and Figure 5.21), and it was combined with the positioning data recorded by the GPS 



Michele Vece  Shifting from a standard to an emergency protocol of communication 

 

119 

 

receiver from an ideal starting point (i.e., when the system was still). The data fusion has 
been made through the Kalman filter described in Chapter 3. 

 

 
Figure 5.20 Displacement time histories along the X-axis as integrated from the 

signal of the 147A, and as obtained from the GPS device  

  

 
Figure 5.21 Focus on the displacement time histories as integrated from the signal 

of the 147A, and as obtained from the GPS device  
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“Test D” is here reported in order to demonstrate how the GPS data may be improved in 
accuracy if the measurements achieved from a three-axial accelerometer are adopted, as 
shown in Figure 5.22 and Figure 5.23. 

 

 
Figure 5.22 Comparison between the displacements along the X-axis recorded 

by the GPS device before and after the data fusion 

 

 
Figure 5.23 Focus on the comparison between the displacements recorded by 

the GPS device before and after the data fusion 
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Conclusions 

In this thesis, an Inertial Sensor, which also includes a GPS (Global Positioning System) 
receiver (i.e., Ellipse-N), is coupled with a data collector (i.e., RasPi) and wireless 
technologies (i.e., ZigBee) to develop a wireless data acquisition system in the SHM 
(Structural Health Monitoring) area. For this purpose, a Kalman filter-based approach, 
allowing a data fusion of the measured responses (i.e., accelerations and GPS positioning 
data), is proposed in view of an accurate estimation of the displacement induced on civil 
structures by external excitations. 

The technology also exploits the ability to receive the corrections from a reference station, 
providing a centimeter-level accuracy with the so-called RTK (Real Time Kinematics) 
technique. The two receivers observe the same constellation of satellites and, since the 
reference station position is known, differential corrections may be generated in order to 
improve the results of the measurement point. 

The strategy for the local collection of the message is carried out by a WSN (Wireless 
Sensor Network) based solution. This system is also connected to a WAN (Wide Area 
Network) Unit that can transmit the information to the “outside world” by terrestrial or 
satellite networks. The ultimate goal is to ensure the communications even if existing 
tools fail. 

Details on the hardware components, functional procedures and software implementation 
are provided. A reliable method based on a character checking mechanism of the 
communication protocol (i.e., NMEA-0183 format) is adopted to avoid data loss issues.  

The test results of three experimental campaigns are finally reported. The future 
extensions of the research are discussed in order to demonstrate that the entire system 
features a good balance for three aspects: power consumption, communication range, and 
link quality. 
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Appendix A 

In this chapter, sending and receiving codes are presented to show in detail the software 
operations of the wireless data acquisition implemented in Python language. 

The first section is addressed to the software carried out for the RasPi_I (Sensor Node), 
here named master. It has the task to acquire the NMEA message from the Ellipse-N and 
send the information to the RasPi_II (Coordinator Node). 

The latter behavior represents the core of the second section, whose attention is focused 
on the so-called slave device. 

A.1 Sending Code 

import serial, itertools, os 
from time import strftime, gmtime, sleep 
 
print("Welcome") 
''' 
This script starts automatically since stored in etc/rc.local 
It stops only when the host system is shut down. 
''' 
 
#GLOBALS 
 
control = "^" 
master = "/dev/master" 
ellipse = "/dev/ellipse" 
#master = "COM5" 
#ellipse = "COM4" 
baud = 38400 
bufferSize = 100 
try: 
    print("INIT ellipse") 
    ser_in = serial.Serial(ellipse,  
                           baud) 
except Exception, e: 
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    print("ERROR ellipse, ", e) 
     
try: 
    print("INIT master") 
    ser_out = serial.Serial(master,  
                            baud,  
                            parity=serial.PARITY_NONE,  
                            bytesize= serial.EIGHTBITS,  
                            stopbits = serial.STOPBITS_ONE, 
                            xonxoff=True) 
except Exception, e: 
    print("ERROR zigbee master, ", e) 
 
 
#END GLOBALS 
 
''' 
This method returns a filename with a timestamp using the time 
library  
in a year month day hour minute seconds format. 
eg: data_2015-01-01-12-55-32.txt 
''' 
def getFileNameWithTimestamp(): 
    return "data_" + strftime("%Y-%m-%d %H-%M-%S", gmtime()) + 
".txt" 
 
''' 
This method returns a filename using the os and itertools 
library. 
It searches for filenames with the data(x).txt where (x) stands 
for 
an integer number between 1 and 9223372036854775807 
''' 
 
def getFileName(name): 
    def increment_filename(fn): 
        fn, extension = os.path.splitext(name) 
        n = 1 
        yield fn + extension 
        for n in itertools.count(start=1, step=1): 
            yield '%s%d%s' % (fn, n, extension) 
 
    for filename in increment_filename(name): 
        if not os.path.exists(filename): 
            return filename 
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''' 
This method receives as a parameter a filename using the helper 
methods above, 
starts a serial connection on port ttyUSB0 as long as only one 
device is connected 
as for the ellipse positioning device. It then cycles 
indefinitely writing the data 
it retrieves from the sensor in a file name with the format 
data(x).txt where (x) 
stands for an integer between 1 and 9223372036854775807. 
''' 
 
def readFromSensor(fileName): 
    value = True 
    sleep(1) 
    while value: 
        try: 
            _assertConnection(ser_in) 
            _assertConnection(ser_out) 
            line = ser_in.readline() 
            #if the data is not an empty line then write it to 
the given fileName 
            if len(line) > 0: 
                write(list(line)) 
            #opening the file with parameters a = append and b = 
bytes 
                file_out = open(fileName, "ab") 
            #writing the data 
                file_out.write(strftime("%Y-%m-%d %H-%M-%S", 
gmtime()) + "\t" + line) 
            #closing the file 
                file_out.close() 
            #printing the data retrieved from the sensor 
            print(line) 
        except KeyboardInterrupt: 
            _terminateConnection(ser_in) 
            _terminateConnection(ser_out) 
            print("Exiting") 
        except Exception, msg: 
            print("Error message: " , msg) 
            pass 
 
 
def write(string): 
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    _assertConnection(ser_out) 
    while len(string) < bufferSize: 
        string.append("x") 
    try: 
        for s in range(len(string)): 
            ser_out.write(string[s]) 
            if(s == len(string) - 1): 
                print("Control") 
                ser_out.write(control) 
        print(string) 
    except Exception: 
        _terminateConnection(ser_out) 
         
 
def _assertConnection(ser): 
    if ser.isOpen() == False: 
        ser.close() 
        sleep(0.1) 
        ser.open() 
 
def _terminateConnection(ser): 
    ser.flushOutput() 
    ser.flushInput() 
    ser.close() 
     
#starting the whole script 
readFromSensor(getFileName("data.txt")) 
 

A.2 Receiving Code 

import sys, os, itertools, serial 
from time import sleep, gmtime, strftime 
 
print("Welcome") 
 
slave = "/dev/slave" 
#slave = "COM7" 
baud = 38400 
length = 100 
control = "^" 
 
try:        



Michele Vece  Shifting from a standard to an emergency protocol of communication 

 

131 

 

    print("INIT slave") 
    ser_in = serial.Serial(slave,  
                    baud,  
                    parity=serial.PARITY_NONE,  
                    bytesize= serial.EIGHTBITS,  
                    stopbits = serial.STOPBITS_ONE, 
                    xonxoff=True) 
except Exception, e: 
    print("ERROR slave, ", e) 
 
def getFileName(name): 
    def increment_filename(fn): 
        fn, extension = os.path.splitext(name) 
        n = 1 
        yield fn + extension 
        for n in itertools.count(start=1, step=1): 
            yield '%s%d%s' % (fn, n, extension) 
 
    for filename in increment_filename(name): 
        if not os.path.exists(filename): 
            return filename 
 
 
def check(): 
    _assertConnection() 
    while 1: 
        data = ser_in.read(1) 
        if(data == control): 
            read()   
 
def read(): 
    _assertConnection() 
    string = "" 
    while 1: 
        if(len(string) > length): 
            check() 
            break 
        elif (len(string) == length): 
            save(string) 
            print(string) 
        string += ser_in.read(1) 
         
def save(string): 
    file_out = open(filename, "ab") 
    file_out.write(strftime("%Y-%m-%d %H-%M-%S", gmtime()) + "\t" 
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+ string) 
    file_out.close() 
     
def _assertConnection(): 
    if ser_in.isOpen() == False: 
        ser_in.close() 
        sleep(0.1) 
        ser_in.open() 
     
filename = getFileName("data.txt") 
print("Data will be written to: " + filename) 
print("LISTENING: ") 
check()    



Michele Vece  Shifting from a standard to an emergency protocol of communication 

 

133 

 

Appendix B 

Some technical details concerning the Tesa footbridge [1-3], which has been used as a 
case study of the experimental campaign, are discussed. In particular, information on 
dimensions, materials, constructions techniques and stages of the footbridge is provided. 

B.1 Tesa footbridge 

The footbridge is located in Farra d’Alpago, an Alpine village close to the town of 
Belluno, as shown in Figure B.1. The bridge was built in 2005 and connects the two sides 
of the outlet channel from the Santa Croce Lake. 

 

 
Figure B.1 Satellite (a) and lateral view (b) of the Tesa footbridge 

 

Eco-friendly materials (i.e., steel and timber) were adopted to harmonize the structure 
with the surrounding environment, limiting the use of reinforced concrete to the 
foundations. From the geometric point of view, the span is about 110m and the double 
beam deck shows a width of 3.2m for the free crossing of the pedestrians (Figure B.2). 

Two materials are adopted for the construction of this structure: (i) Glued Laminated 
Timber (GLT) element of high strength according to DIN1052 code [4], and (ii) steel 
elements of high strength according to UNI EN10025 code [5]. 



Michele Vece  Shifting from a standard to an emergency protocol of communication 

 

134 

 

 
Figure B.2 Technical drawings of the footbridge 

 

As shown in Figure B.2, the static scheme of the bridge is the classic cable stayed solution. 
In total, sixteen steel cables are adopted. In particular, eight internal-secondary cables of 
diameter 32mm, and other eight external-main cables of diameter 44mm (Figure B.3). 

 

 
Figure B.3 Internal and external steel cables 

 

The two antennas, located on both sides of the footbridge, are about 16m high and realized 
by steel tubular elements of diameter 457mm and thickness 12.5mm. Attention was paid 
to the design of the connection between the cables and the deck, as shown in Figure B.4. 
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Figure B.4 Detail of the joint connection with deck 

 

The deck shows the classical U-shape cross section (Figure B.5). It is realized by linking 
two main curved GLT beams, located on the external side of the section, with transversal 
U-shape steel tubular elements of high strength S355J0. The vertical ones have dimension 
of 100x120x5mm, while the horizontal one are 100x200x5mm. Moreover, these elements 
are connected by steel braces of circular cross-section that provide the lateral stiffness.  
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Figure B.5 Details of the deck cross-section 

 

The structural scheme is completed mounting, on the U-shape elements, four longitudinal 
GLT rectangular beams with a cross section of 10x16.3cm. They are used to carry the 
walking deck made of larch planking with a thickness of 4cm, as shown in Figure B.6. 

 

 
Figure B.6 View from the bottom of the deck 
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In order to allow the footbridge thermal deformation, at the ends of the two main GLT 
beam, a neoprene supports are posed. The span length can be subdivided into three 
segments. Each of them is made of curved GLT-BS14 and GLT-BS16 beams for a length 
of 22.5m, 65m (in the middle) and 22.5 m, respectively. 

All these structural elements were realized in a factory and mounted in situ, limiting the 
activity on the field and making the construction process more automatized (Figure B.7). 

 

 
Figure B.7 Construction stage: assembling the central section of the footbridge 

 

Once the construction stage was finished, the static proof test required by the Italian 
regulation [6, 7] was carried out. In addition to the dead loads due to the structural and 
non-structural elements of the footbridge, loads provided by ad hoc devices was added 
until to reach that one provided by the regulations: q1.e = 4.0kN/m2. 

Once loaded the deck, the measurement of the vertical displacement at sensitive points 
along the footbridge due to the above loads was carried out. The maximum vertical 
displacement measured in the middle of the span was 14.5cm.  
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