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Introduction 
 

 

 

Turbulent jet systems are used to provide mixing and aeration in many fields 

of chemical, pharmaceutical and environmental engineering. In particular, 

within wastewater treatment plants, turbulent jet systems are used in the 

biological oxidation tanks as they enable the simultaneous mixing and 

oxygenation of the reactor. The issues related to oxygenation of the biological 

oxidation tank play a crucial role in the management of the system, as dissolved 

oxygen concentration within the reactor can be a limiting factor for biomass 

growth, resulting in the simultaneous reduction of the purification performance 

expectations. Hence, the estimate of an adequate oxygen supply for the 

degradation of the organic substrate, which is often difficult to be predicted 

during the design phase, is essential to the proper design of the reactor. To gain 

this objective, bubble oxygen fed inside the tank must become dissolved oxygen 

(DO) which is the amount of oxygen really available for substrate removal by 

active biomass. Hence, the efficiency of the oxygenation process depends 

largely on the transfer from oxygen bubbles to dissolved oxygen. Moreover, the 

bubbles are transported inside the tank, so relating the amount of oxygen 

transferred to the fluid mass also to the hydrodynamics patterns of the fluid 

flow. 

In recent years, besides the traditional methods used for the hydrodynamic 

verification of the biological process units of treatment plants (e.g. Retention 

Time Distribution technique) CFD (Computational Fluid Dynamics) tools have 

confirmed their usefulness, both during the check out and the design stage, in 

order to identify the optimal operating configurations. 
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In the first part of the research, a numerical method has been developed with 

the aim to predict the evolution of the dissolved oxygen concentration by a 

confined turbulent two-phase jet system (water-oxygen). 

A scale model of a bioreactor equipped with a turbulent jet system was used 

during the experimental stages in support of and as validation tool of the 

numerical method. 

The operating conditions adopted justified the formulation of the hypothesis 

of a "one-way coupling" numerical model, for which liquid and gas phases are 

treated separately. In particular, a Eulerian-Lagrangian (E-L) model has been 

developed: Eulerian for the part concerning the calculation of DO 

concentration, Lagrangian for the determination of the trajectory of the bubbles 

injected into the system and of the consequent oxygen transfer. 

The DO balance equation was solved through a second order finite 

difference method for the convective and diffusive terms, while a source term 

has been considered to model the mass transfer from the gas phase to the liquid 

phase, considering both the exchange between bubbles and fluid and between 

the free liquid surface and the atmosphere. Lab tests and numerical simulations 

considered tap water and pure oxygen. 

 

The liquid flow field and bubble size distribution (BSD) constitute the two 

main inputs of the numerical model. The flow field was determined by solution 

of the Navier-Stokes equation by a finite volume method, while BSD was 

evaluated by applying an optical method for the post-processing of high-

resolution images. The validation of the numerical velocity field was made by 

comparison with velocity measurements made with ADV velocimeter. At a later 

stage of the research activity, a qualitative analysis of the signal characteristics 

was conducted by applying two different signal processing methods. 

 

In addition, the numerical model has been completed to include the 

possibility of simulating the evolution in time of several dissolved species 

which could be simultaneously present inside the system, starting from the 

implementation of the heterotrophic biomass growth and of a readily 

biodegradable substrate consumption kinetics. 
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In Chapter 1 the main features of a turbulent jet are presented, illustrating the 

main characteristics and presenting the literature solutions for the circular 

turbulent free jet and the experimental results for a circular turbulent jet located 

above a solid wall. This framework will be useful for the characterization of the 

turbulent jet examined during the research activity. 

 

Chapter 2 deals with the main aspects involved in a two-phase gas-liquid 

system. Particular attention is given to illustrate the processes related to the 

diffusion and mass transfer processes between gas and liquid phase. A thorough 

analysis of the main models proposed in the literature is addressed. Finally, the 

analysis of the dynamic forces acting on the bubbles is performed, in order to 

explain the aspects which determine their motion within the surrounding fluid.  

 

A presentation of the processes that take place in an oxidation tank of an 

activated sludge wastewater treatment plant is carried out inside Chapter 3, 

focusing on models proposed for the kinetics of biomass growth, substrate 

removal and consumption of dissolved oxygen. 

 

In Chapter 4 the structure of the E-L model developed is presented, focusing 

on the theoretical assumptions, on the proposed solution methodology, and on 

the implemented models considered in order to allow the bubbles motion within 

the system and to determine the concentration of DO and other dissolved 

species. 

 

The methodology used for determining the necessary inputs for the E-L 

numerical model is presented in Chapter 5. The methodology applied for the 

liquid flow dynamics solution and for the BSD determination is also presented, 

together with the proposed method for carrying out the velocity measurements 

used to validate the numerical model, as well as the procedure followed for the 

post-processing of the acquired velocity signal. 
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In Chapter 6 is discussed the comparison between the results of the 

numerical model and experimental values available in literature.  

The experimental values of both the velocity and the concentration field of a 

passive scalar transported by a turbulent jet has been used to verify the correct 

modelling of the concentration balance equation (for the convective and 

diffusive terms). Furthermore, the experimental values of Pseudomonas Putida, 

glucose and BOD concentrations were considered to determine the kinetic 

constants for biomass, substrate and dissolved oxygen and to evaluate the 

correct implementation of the related models within the computer code. 

 

Finally, in Chapter 7, the results of the numerical model applied to two 

different experimental set-up made on the laboratory physical model is 

presented. The sensitivity analysis on the key variables that influence the 

outcome of simulations is also discussed. 
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Chapter 1  

 

 

 

Turbulent jets as a solution for mixing and 

aeration 

 

 

 

1.1 Main features of turbulent jets  
 

A complete understanding of the benefits of turbulent jet use requires the 

definition of their main features and especially of the different ones which occur 

in all of the configurations that can be adopted.  

In fact, several configurations are possible, depending on the needs that have 

to be satisfied (e.g. downward jet systems, upward jet systems, single or 

multiple flow exit) on the different nozzle geometries which can be used (e.g. 

plane, circular, radial jet) and on the different placement within the physical 

boundaries of the installation environment (e.g. free or confined jets, jets with 

or without offset from a solid boundary). However, independently from the 

specific features of each device, they all share the goal of ensuring the mixing 

of the environment in which they are placed. 

For this reason turbulent jets are commonly applied in several industrial 

applications, especially in pharmaceutical and chemical industry, where the 
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homogeneity of the dissolved species is fundamental to achieve the expected 

results of a reaction.  

From a more general point of view, the possibility to diffuse into an 

environment, in such a rapid way, a gas or a fluid flow has guaranteed the wide 

application of turbulent jet devices in those fields where combustion processes 

are involved.  

Starting from these considerations, another widespread application of jet 

systems is the possibility to inject a fluid flow which is different from the fluid 

of the destination environment or which is composed by a mixture of several 

different phases.  

This is the situation of the so called multiphase jet systems which are a 

central subject of this dissertation. Hence, jet systems can be used not only to 

achieve the mixing of the environment but also to diffuse, at the same time and 

without using other mechanical devices, substances into it. 

This is the reason why turbulent jet systems are widely used in untraditional 

fields such as potable or wastewater treatment plants. In particular, activated 

sludge wastewater treatment plants include, as a basic process unity, a 

biological oxidation tank, where the biomass must deplete the organic load of 

the incoming sewage (this subject will be analyzed thoroughly in Chapter 3). 

What we want point out, for the moment, is the power associated with turbulent 

jet systems which allow (e.g. in the situation just described above) the 

simultaneous mixing and oxygenation of a compound. 

 

These features are not the only ones that can drive in the selection of a jet 

system as a solution in certain installations. Turbulent jet systems present the 

advantage of an easier installation which can lead to lower management costs 

during the operational life of a system. Besides this, the easy handling of jet 

systems is the basis of their flexibility and can represent a good reason to 

choose this solution during emergency events in addition or in place of the 

traditional mixing/aeration/injection devices. 
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1.2 Characterization of turbulent jets 
 

As introduced in the last paragraph, several type of turbulent jet geometries 

can be adopted but, despite of the intrinsic differences that obviously subsist 

among them, a similar behaviour regarding the flow development downstream 

of the nozzle exit (or more generally downward the flow exit) can be noticed. 

 

First, it has to be defined what is meant by “turbulent jet” and when a jet can 

be classified as turbulent.  

We have a jet every time a flow exits from an orifice by an abrupt decrease of 

pressure. This pressure decay causes (for the energy conservation law) a 

corresponding velocity at the orifice. If the dimensionless number Re = U0·D/ν 

(Reynolds number), calculated by multiplying the exit velocity (UO) by the 

characteristic dimension of the orifice (generally identified by D) and dividing 

by the kinematic viscosity of the flow (ν), is greater then the limit of 

identification of the transitional turbulent flow (Re ≈ 4000) a turbulent jet is 

established.  

 

As mentioned before, the flow development from the orifice is similar for a 

very large number of jet geometries, in which we can identify two distinct 

regions. The first one, just downstream the exit of the nozzle, is characterized 

by a zone of undiminished mean velocity, where the turbulence produced at the 

boundary of the jet hasn’t influenced yet the initial velocity at the nozzle. This 

region has the typical shape of a cone (or wedge) and is known as the potential 

core or flow development region, and it is surrounded by a turbulent shear layer. 

In the second region, the turbulent shear layer penetrates inside the jet and the 

maximum velocity at the centreline of the jet decreases moving downstream 

with a characteristic shape depending by the orifice geometry: this region is 

known as the fully developed region. In this region observations of the mean 

velocity reveal that the distribution of the velocity profile at a certain distance 

from the nozzle exit obeys a similarity law. 
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Similarity means that, when same reference non-dimensional velocities and 

lengths scale, are employed to represent the behaviour of the velocity profile of 

the jet at different distances from the nozzle all the plots collapse on the same 

curve. 

In general, the velocity scale is derived by dividing the local mean velocity 

(u) by the local maximum mean velocity (um), while the length scale is obtained 

by dividing the local transversal coordinate by the coordinate (b) where the 

local mean velocity is equal to um/2. 

 

Another relevant aspect regarding turbulent jets is represented by the fact 

that the jet during its development increases its discharge when compared to the 

initial one, owing to the entrainment of fluid from the external environment: this 

property is known as the entrainment hypothesis. 

 

Moreover, when one deals with turbulent jets it is convenient to identify the 

so-called virtual origin, which is the jet fictitious origin, from which the axial 

distance from the nozzle is measured to describe the hydrodynamic behaviour 

of the jet. The location of this origin depends from the typical shape of the 

diffusing jet. In fact, moving further downstream the jet usually increases its 

transversal dimension approximately linearly and the envelope containing the 

turbulent shear layer due to the jet is generally encompassed by a cone (or 

wedge) shaped region, whose vertex can fall downstream or upstream the plane 

of orifice. Therefore, the virtual origin and the actual one may not coincide. 

This displacement is mainly due to the level of turbulence at the nozzle, while it 

seems to be more or less insensitive to the nozzle geometry (Rajaratnam, 1976). 

A graphical representation of the location of the virtual origin of a turbulent 

circular free jet is shown in Figure 1.1. 



 

Chapter 1 Turbulent  jets as a solution for mixing and aeration 

  

 9 

 

Figure 1.1 Identification of the virtual origin (x=0) 

 

A description of the turbulent jet behaviour can be achieved either by 

studying experimentally the velocity field induced by the jet or by regarding the 

equations of motion and trying to solve them analytically, imposing the 

necessary closure equations. Actually the theory describing a turbulent jet 

usually refers to both of these two approaches because the analytical solution 

generally needs the definition of a high number of constants. In particular, 

depending on the adopted closure model for turbulence shear stresses, we can 

identify two main classical solutions. The Prandtl mixing length formula to 

estimate turbulent shear stresses leads to the Tollmien solution, while the choice 

of the second equation of Prandtl (or eddy-viscosity model) leads to the Goertler 

solution instead. We will analyse in detail these solutions in paragraph 1.2.1.1 

and 1.2.1.2. 

 

1.2.1 Circular turbulent free jet 

 

When a momentum flux originated from a circular nozzle discharges into a 

large quiescent ambient of the same fluid (with no interactions with any type of 

boundary), we have a turbulent circular free jet. If the velocity at the nozzle exit 

is U0, we can represent the turbulent jet behaviour as shown in Figure 1.2. 
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Figure 1.2 Scheme of the turbulent free jet behaviour 

 

We can observe that, in the fully developed region, the maximum velocity 

along the jet axis (um) decreases when moving downstream (x direction). The 

transversal velocity distributions at different locations from the nozzle show the 

self-similarity property of the turbulent jet: considering the velocity and the 

length scale (respectively u/um and η=r/b) each experimental velocity profile of 

Figure 1.3(a) collapses in the same curve depicted in Figure 1.3(b). 

 

So, given the velocity and length scales and the axial evolution of the maximum 

time-averaged velocity with respect to the initial value U0, it is possible to 

derive the time-averaged velocity at any point inside the fully developed 

turbulent region of the jet.  

To do this, we must consider the equations of motion for a steady 

axisymmetric flow of an incompressible fluid in the cylindrical coordinate 

system (r, φ, z). First of all, we can consider that, when no swirl is imposed at 

the nozzle exit, the velocity component in the angular direction φ is zero (vφ = 0) 

as well as any of its derivatives. 
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Figure 1.3 Radial velocity profile at different x positions (a) and dimensionless 

radial velocity profile (b) 

 

Moreover, the velocity component vz is in general much larger than the mean 

radial velocity, while the velocity gradients in the radial direction are larger than 

those in the axial direction. Finally, viscous stresses can be neglected and we 

can consider only the contribution of turbulent stresses. After some 

mathematical simplifications and considering zero pressure gradients in the 

axial direction, we can derive the equations of motion for the circular turbulent 

jet (now being x the axial coordinate): 

 

r

r

rr

u
v

x

u
u

∂

∂
=

∂

∂
+

∂

∂ τ
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 (1.2.1) 

0=
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∂
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∂

∂
rv

r
ru

x
 (1.2.2) 

 

where, u and v are the velocity component in axial and radial direction 

respectively, ρ is the fluid density and ''vu=τ  is the only relevant 

component of the turbulent stress tensor. 

 

The equations for the velocity and length scales can be obtained by 

regarding the problem from a different point of view.  
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First we have to consider that, since no other accelerating or decelerating forces 

are involved, the momentum flux in the axial direction is preserved. Integrating 

equation (1.2.1) from r = 0 to r = ∞,being τ(r = 0) = τ(r = ∞) and v(r = 0) =  

v(r = ∞) = 0, we obtain: 

 

02

0

2 =
∂

∂
∫
∞

rdru
x

πρ  (1.2.3) 

 

We assume that the velocity scale can be written as a function of the length 

scale: 

 

( ) ( )ηfbrf
u

u

m

== /  (1.2.4) 

 

Moreover, let: 

 

p
m xu ∝  (1.2.5) 

qxb ∝  (1.2.6) 

 

Substituting equation (1.2.4) in equation (1.2.3) and changing the integration 

variable from r to η, we obtain: 

 

( ) 02

0

222 =∫
∞

ηηπηρ dfbu
dx

d
m  (1.2.7) 

 

Since the integral in equation (1.2.7) is constant, the product um²b² can be 

written as Cx0
 with C being a suitable constant. Taking into account equations 

(1.2.5) and (1.2.6) we obtain: 

 

022 =+ qp  or 0=+ qp  (1.2.8) 



 

Chapter 1 Turbulent  jets as a solution for mixing and aeration 

  

 13 

 

The evaluation of the exponents p and q can be performed by considering 

several methods. To limit the mathematical steps needed to derive their value, 

we consider the entrainment hypothesis, from which we can write the flow rate 

Q at any x section from the nozzle as: 

 

∫
∞

=
0

2 urdrQ π  (1.2.9) 

 

and its derivative in the axial direction, as: 

 

evburdr
dx

d

dx

dQ
ππ 22

0

== ∫
∞

 (1.2.10) 

 

where ve is the entrainment velocity (i.e. the radial velocity necessary to entrain 

the quiescent fluid inside the jet region; see Figure 1.1), and �b is a length scale 

corresponding to the position of nearly zero velocity (outer boundary of the jet). 

Consistently with equations (1.2.5) and (1.2.6) we can assume the 

proportionality: 

 

p
mee xuv ∝= α  (1.2.11) 

qxb ∝  (1.2.12) 

The same transformation adopted to obtain equation (1.2.7) can be repeated to 

yield: 

 

( ) 02 xvbbu
dx

d
em ∝  (1.2.13) 

 

Considering the exponents involved in equation (1.2.13) we obtain: 
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012 =−−−+ pqqp  (1.2.14) 

 

And finally q = 1, so and from equation (1.2.8) p = -1, or considering equation 

(1.2.5) and (1.2.6): 

 

xum /1∝  (1.2.15) 

xb ∝  (1.2.16) 

 

This means that the behaviour of the local maximum time-averaged velocity of 

a turbulent circular free jet is inversely proportional to the displacement in the 

axial direction x, while the jet width increases linearly in x. 

 

In this way, we have just defined the spatial evolution of the velocity and 

length scales but not yet the velocity distribution at a given transversal section 

of the jet. As mentioned earlier (paragraph 1.2) the description of the velocity 

distribution needs a closure equation for the turbulent stresses. 

 

1.2.1.1 Tollmien solution 

 

The closure equation adopted by Tollmien (1926) is based on the Prandtl’s 

mixing length theory for the turbulent shear stress, τ: 

 

( )22 rul ∂∂−= ρτ  (1.2.17) 

 

where l is the mixing length, considered to be proportional to the length 

scale b, that we know from equation (1.2.16) to be proportional to x: 

 

Cxbl =∝  (1.2.18) 

 

where C is a suitable constant, from which it can be imposed C2=a3
, where a is 

another constant which has to be determined experimentally. 
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Considering equations (1.2.4) and (1.2.16), we can impose: 

 

( )φf
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r
f

u

u
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Introducing the Stokes function, ψ: 

 

r
ru

∂

∂
=

ψ
 and 

r
rv

∂

∂
−=

ψ
 (1.2.20) 

 

and combining the first relation of equation (1.2.20) with equation (1.2.19), we 

get: 

 

)(22 φψ Fxaum=  with: 

( ) ( ) φφφφ
φ

dfF ∫=
0

 

(1.2.21) 

 

Combining equation (1.2.21) with equation (1.2.20) and rewriting equation 

(1.2.17) introducing F(φ)=F, the equation of motion (1.2.1) assumes the form: 

 

'

2

''' 1
FFFF =








−

φ
 (1.2.22) 

 

Tollmien solved equation (1.2.22) and got the behaviour of u/um (which is equal 

to F’(φ)/φ) and v/um respect to the variation of φ.  

Considering the equation of the momentum flux (integral into equation (1.2.3)) 

and observing that for Tollmien solution b =1.24ax, it’s possible to derive the 

local maximum velocity at any x section by the equation: 
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0

0

0

965.0

ax

r

U

um =  (1.2.23) 

 

where U0 and r0 are the velocity at the nozzle exit and the nozzle radius 

respectively.  

From several experimental observations (Abramovich, 1963) the value of a 

seems to increase from a value of 0.066 to a value of 0.076 increasing the ratio 

between the mean and the maximum velocity at the nozzle and with the level of 

turbulence of the jet. 

 

1.2.1.2 Goertler-type solution 

 

The closure equation adopted by Goertler (1942) to obtain the theoretical 

form of the velocity distribution was the eddy-viscosity model (or Prandtl’s 

second equation) for the turbulent shear stress, τ: 

 

( )ru ∂∂= ρετ  (1.2.24) 

 

where ε is the kinematic eddy viscosity, which is considered to be proportional 

to um and b by an unknown constant k. In a similar way to that adopted by 

Tollmien, defining: 

 

( )ξf
u

u

m

=  being: 
x

rσ
ξ =  (1.2.25) 

 

where σ is a constant which has to be determined experimentally. Using now 

the Stokes stream function defined as: 
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)(
2

2

ξ
σ

ψ F
xum=   with: 

( ) ( ) ξξξξ
ξ

dfF ∫=
0

 

(1.2.26) 

 

Coupling equation (1.2.26) with equation (1.2.2) and equation (1.2.24), the 

equation of motion takes the form: 

 

'''' FFFF =− ξ  (1.2.27) 

 

By imposing the necessary boundary conditions Goertler obtained the solution 

for the equation (1.2.27) and, finally the behaviour of u/um and v/um varying the 

independent variable ξ. Looking at the Goertler solution we noticed that b= 

1.81·x/σ. Regarding the integral momentum equation (integral into equation 

(1.2.3)) after some simplifications we get: 

 

0

0

0 61.1 x

r

U

um σ
=  (1.2.28) 

 

From Reichardt experimental observations (Reichardt, 1942) we can assume a 

value of σ equal to 18.5. 

 

The comparison between Tollmien, Goertler-type solution and the experimental 

observations of Reichardt are shown in Figure 1.4. 
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Figure 1.4 Comparison between Tollmien, Goertler-type solution and experimental 

observations of Reichardt 

 

Looking at Figure 1.4 it can be noticed how Goertler-type solution seems to 

fit the experimental data of Reichardt near the jet axis more closely than the 

Tolmien solution; on the other hand, Tollmien solution agrees well with 

experiments for larger values of η. Some other experimental works suggest 

analytical interpretation of the velocity distribution, and some of them (e.g. 

Hinze and Zinjnen, 1949; Abramovich, 1963; Albertson et al., 1950) detected a 

location of the virtual origin different from the nozzle exit. However, owing to 

the uncertainty to define the exact location, the virtual origin and the actual one 

can be considered coincident. 

 

1.2.2 Circular turbulent jet above a plane wall 

 

It frequently occurs, inside several industrial applications, to have turbulent 

jets positioned at a distance from a solid wall that does not allow their 

schematization as free turbulent jets. Actually, this occurs whenever the solid 

interacts with the development of the turbulent jet by changing the diffusion 

behaviour and the velocity decay downstream of the nozzle exit. This situation 

has been experimentally studied with interest by many authors (e.g. Davis and 
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Winarto, 1980; Newman et al., 1972) who tried to understand the effect of the 

plane wall on the flow structure. 

In particular, Davis and Winarto (1980) focused their efforts on the role 

played by the distance of the centre of the nozzle from the solid wall (h). For 

instance, they studied four different cases characterized by a ratio h/D (with D 

diameter of the nozzle) varying from 0.5 to 4. The general representation of the 

flow behaviour is shown in Figure 1.5, where the separation between the 

corresponding regions of development flow for the turbulent free jet can be 

noticed. The first interaction with the plane takes place in the initial zone for a 

clearance (h/D) smaller than 1.2, whereas the interaction-point will move 

downward for a greater value of the defined ratio; in particular, for h/D between 

1.2 and 2.6 the interaction will be in the transition region while for h/D greater 

than 2.6 it will lay in the zone of fully free jet.  

 

Figure 1.5 General representation of flow behaviour ( for h/D = 1) 

(Davis and Winarto, 1980) 

 

Their observations of the velocity field show that the rapid sidewall diffusion 

involves at first the outer region of the mixing flow and that the shape of the jet 

looks increasingly pressed toward the plane, at a given x/D position, when the 

value of h/D is reduced. Furthermore, the transitional process from a free jet to a 

three-dimensional wall jet seems very long-lasting, due to the fact that the jet 

has to change its shape from circular to elongated, even if the delay is lower for 

the larger value of h/D. Moreover, the decay of the maximum velocity along the 
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direction aligned with the nozzle axis is modified by the presence of the wall: in 

fact, at a given x/D position, the maximum velocity increases if compared with 

the corresponding value in a free jet. It also can be noticed that the virtual origin 

of the jet moves downward as h/D increases.  

Nevertheless, the spatial rate of decay of the radial velocity seems not so 

different from the behaviour of a free jet, both for the rate of the velocity decay 

perpendicular to the plane and for the behaviour of u/um parallel to the wall, as 

depicted in Figure 1.6 and Figure 1.7 respectively, where experimental results 

are compared with the Goertler-type solution for a free jet (dashed line) and 

with an exponential profile describing the turbulent free jet behaviour (solid 

line). Looking at Figure 1.6 it can be noticed how near the solid wall (η < 0) the 

local maximum velocity seems greater than the free jet velocity at x/D = 32 

(square symbol) that corresponds to the position of first interaction with the 

wall. Instead, it seems that the local velocity remains smaller than the free jet in 

the outer region for each position x/D. From Figure 1.7 it can be noticed that the 

configuration characterized by the smallest value of clearance seems to 

overcome the dimensionless velocity profile of a free jet in the outer region and 

to have a lower value close to the jet axis.  

 

 

Figure 1.6 Dimensionless velocity profile perpendicular to the plane wall        

(η = η = η = η = (y – ym)/(b-ym)) for h/D = 4. Lines: circular turbulent free jet solutions; 

Experiments: ×, x/D =4.5;+, x/D =8;λ, x/D =16;□, x/D = 32;○, x/D =48; ∆, x/D =64 
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Figure 1.7 Dimensionless velocity profile parallel to the plane wall. Lines: circular 

turbulent free jet solutions; Experiments: +, h/D =4; ○, h/D =1; ×, h/D =0.5 

 

Finally, it can be seen that the location of the point of maximum velocity 

above the surface in the vertical plane passing through the centre of the jet 

nozzle, tends to be displaced from the nozzle axis towards the wall, until the jet 

merges with the wall boundary layer (Figure 1.8). This merging occurs close to 

the nozzle for low values of h/D and moves downstream from higher h/D. 

 
Figure 1.8 Location of the maximum velocity position above the solid wall. 

□, h/D = 0.5; ∆, h/D =1; , h/D= 2; ○, h/D =4
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Chapter 2  
 

 

 

Two phase liquid-gas systems 

 

 

 

2.1 Dissolution, diffusion and mass transfer of gas 

species in water 
 

As observed inside Chapter 1, the dissolution of gases in liquids is the basis 

of many operations in the field of chemical and environmental engineering. In 

order to properly evaluate and model diffusion phenomena, it is essential to 

understand the issues related to the dynamics of dissolution and diffusion 

processes, highlighting the factors that may influence their evolution, the 

equations describing the processes and the models proposed for their 

schematization.  

In the following pages, the explanation of dissolution and diffusion 

mechanism is presented first. Then, the theory of mass transfer is discussed 

through an overview of the models available in literature. 
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2.1.1 Solubility of gases in water 

 

In several chemical and environmental engineering fields it is quite common 

to deal with gaseous species dissolved in a liquid environment. In many 

applications a certain concentration of dissolved gases is needed to maintain the 

efficiency of the process. In this case, the dissolved gas can be supplied with 

some aeration device as a bubbly phase inside another fluid phase. But what 

does it mean dissolved and how can a gas bubble become dissolved? 

The answers at these questions need the introduction to some basic chemical 

notions, concerning with phase equilibrium. 

If we observe the dissolved gaseous concentration of a certain species which 

is present in water also in a bubbly phase, its variation during the observation 

time will depend on the coexistence of different processes. The gas passes 

through the bubble surface into the bulk solution, then dissolves, diffuses, 

disperses and might move inside the liquid volume. The final concentration that 

can be reached by the dissolving species is related to all these aspects. It is quite 

well know that there is an upper limit for the amount of gas that can be 

dissolved into the liquid phase. This limit depends both on the nature of the 

involved fluid and on the environmental characteristics, such as temperature and 

salinity. 

The concentration limit is determined by Henry’s law, which states a linear 

proportionality between the maximum concentration (saturation concentration, 

csat (mg/l)) and the partial pressure of the gas (pg (Pa)) by means of Henry’s 

constant (kH (mg/lPa
-1

)): 

 

gHsat pkc =  (2.1.1) 

 

The partial pressure is therefore the first factor which can affect the 

saturation value achieved by the dissolved species. This is the reason why inside 

every natural water reservoir, for example, the dissolved oxygen concentration 

cannot overcome a certain value (typically 10 mg/l, more or less), even if the 

saturation concentration for pure oxygen can lead at a maximum concentration 
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which can be of almost 5 times greater. Actually, this occurs because the partial 

pressure of oxygen in atmosphere is around 21% of the atmospheric pressure. 

This aspect is also quite important in aeration systems. Using pure gas instead 

of a gas mixture influences greatly the efficiency of the system, especially for 

certain chemical applications where the concentration of a dissolved species 

could represent a key factor to ensure some rate of reaction or to achieve the 

production of a specific compound. 

As mentioned above, there are two other factors, apart from pressure, that 

can affect the value of the Henry’s constant: salinity and temperature. For both 

of them a relation of inverse proportionality subsists between their value and the 

corresponding Henry’s constant value. Hence, an increase of salinity or/and 

temperature leads to a lower value of the constant. The relation between 

Henry’s constant and temperature is expressed by an Arrhenius-type relation 

(Sander, 1999): 

 

















−

∆
−=

*

* 11
exp

TTR

H
kk sol

HH  
(2.1.2) 

 

 

where: 

∆Hsol is the enthalpy of the solution (J); 

R is the gas constant (J/K); 

T is the temperature (K). 

 

while the superscript * identifies the standard condition of reference (T* = 

298.15 K). Many authors investigated the appropriate value of the ratio between 

enthalpy and gas constant associated with the reference value of the Henry’s 

constant as given inside relation (2.1.2) (Loomis, 1928; Carpenter, 1966; 

Wilhelm et al., 1977; Lide and Frederikse, 1995). An appropriate value of the 

mentioned ratio for gaseous oxygen seems to be 1700 K, while a value of 

0.0013 M/atm is suggested for k*H. 

So, if we consider a vessel filled with water where an oxygen injection takes 

place, the saturation concentration of dissolved oxygen in water is usually 
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defined as the maximum concentration that can be reached by the dissolution of 

the atmospheric oxygen. However, this is not the maximum value that can be 

reached at all. If we supply the water with pure oxygen the dissolved oxygen 

concentration may overcome the saturation concentration referred to the partial 

pressure of oxygen in water. In this situation the water is called over-saturated 

(with respect to the saturation concentration calculated considering atmospheric 

oxygen). 

Finally, we can notice that gaseous oxygen doesn’t react with water, but it 

acts like an oxidizer, leading to the oxidation of the organic matter. 

 

2.1.2 Diffusion and mass transfer processes 

 

Diffusion is the process by which the concentration of a certain species into 

another tends to uniformity, through a flux which occurs from the higher 

concentration zones to the lower ones, owing to molecular motion. For sake of 

truth, the just mentioned process must be referred as molecular diffusion 

process; another kind of diffusion, which leads to the same final result (i.e. the 

complete mixing of the environment) can occur when the environment is mixed 

by mechanical devices or by turbulence effects. What distinguishes the former 

diffusion process from the latter is the characteristic time of the process, i.e. the 

time needed to achieve the complete mixing. Molecular diffusion processes are 

very slow if compared with diffusion owed by stirring or turbulence; moreover, 

the rate of diffusion is strongly related to the state of the matter of the particles 

we are considering. Molecular diffusion processes are fast for gases if compared 

with diffusion inside liquids and tremendously fast if compared with diffusion 

inside solids. 

But what we are interested in is how the diffusion processes are 

mathematically described and how we can define the diffusive mass flux from a 

zone to another. 

The first scientist who studied the diffusion processes was Thomas Graham 

in the middle of nineteen century, but the most important contribute to the 

understanding of the diffusion processes must be ascribed to Fick (1855), who 
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verified his own postulate by means of experiments. He understood that the 

diffusion processes could be interpreted in a way analogous to heat (Fourier’s 

law) and electrical conduction (Ohm’s law). He argued that in steady state 

conditions the total mass flow rate (Ji) of the species under consideration across 

the diffusion area (A) depends on the concentration gradient in the transfer 

directions ( )sc ∂∂  and that this dependence is of direct proportionality by 

means of a constant (diffusion coefficient, D): 
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or in general form, in a cartesian coordinate system: 
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Equation (2.1.3) is known as the first Fick’s law. From a dimensional 

analysis, if we consider that the concentration is expressed as [M/L³], the area as 

[L²] and that the total mass flow rate is expressed as [M/T], it can be 

immediately deduced that the diffusion coefficient has the units of a squared 

length by time [L²/T].  

The first Fick’s law can be considered as a simplified format of the second 

Fick’s law, developed for systems in unsteady state conditions as claimed in 

equation (2.1.4), from which the equation (2.1.3) can be derived when the time 

derivative is equal to zero:  
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where:
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As mentioned above, the diffusion coefficient can be both considered as a 

molecular diffusion coefficient (Dm) or as the sum of a molecular diffusion and 

a mechanical/turbulent diffusion coefficient (Et), depending on the flow patterns 

characterizing the environment. 

Focusing our attention on the molecular diffusion coefficient in a liquid, it 

can be seen how its value is correlated with the diffusion coefficient derived by 

the Stokes-Einstein’s law: 

 

pr

kT
D

πµ6
=  (2.1.5) 

 

where: 

k = Boltzman’s constant (1.3805 ·10
-23

 J/K); 

T = temperature (K); 

µ = dynamic viscosity of the diffusion medium (Pa·s); 

rp = particle radius (m); 

 

Derived by the Stokes-Einstein’s law is the relation proposed by Wilke and 

Chang (1955), which for the diffusion coefficient of oxygen in water takes the 

form: 
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where: 

T = absolute temperature (K); 

ψ = association parameter for the solvent water = 2.26 (Reid et al., 1977); 
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MH20 = molecular weight of water = 18 g/mole; 

µ = dynamic viscosity of water (centiPoise); 

VO2 = molar volume of oxygen = 25.6 cm³/(g·mole) (Welty et al., 1984). 

 

If we consider the diffusion process across a thin layer of a certain species 1 

that diffuses from a well mixed volume to another well mixed volume of the 

same phase (Figure 2.1) in steady state conditions (i.e. no mass accumulation 

into the layer subsists) the diffusion flux and the concentration profile into the 

layer can be predicted, by means of equation (2.1.7) with the proper boundary 

conditions. 

 

z

c
Dj

∆

∆
−=1  (2.1.7) 

 

It can be noticed that the diffusive flux depends on the difference between 

the concentration inside the two environment (∆c = c10 – cil), divided by the 

thickness of the layer (∆z), and that the concentration profile into the layer is 

linear in z direction. 

 

Figure 2.1 Diffusion of the species 1 across a thin layer in steady state conditions 

 

Unfortunately, this type of process does not occur so frequently in practical 

applications, where the real geometry is generally more complex and therefore 

analytical solutions are more difficult, and often impossible, to derive. Let us 
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consider, for example, that the thickness of the diffusing layer is no small and 

uniform and that the diffusion coefficient is not a constant during the process 

but is influenced by the change in concentration in the environment we are 

considering and that the diffusion layer represents an interconnection-

discontinuous layer between two different phases (typical of absorption 

processes of a gaseous species into a liquid). 

In this case, an equivalent way to deal with diffusion processes, developed 

from a more engineering point of view is the mass transfer approach. 

In the mass transfer theory the specific diffusive flux of species 1 (j1) 

depends only from the difference in concentration (∆c) we are considering by 

means of a mass transfer coefficient (k): 

 

ckj ∆=1  (2.1.8) 

 

or in terms of total diffusive flow rate (the same as relation (2.1.3)): 

 

ckAJ ∆=1  (2.1.9) 

 

The mass transfer coefficient is dimensionally a velocity and for this reason 

is sometimes referred to the “velocity of diffusion”. 

What we want to point out here are the main models developed to deal with 

problems where a mass transfer across a phase boundary occurs. The problems 

of absorption of gaseous species in a liquid and the gas volatilization or 

stripping can be ascribed to this case study, for example. For both of these 

processes, because no material accumulates at the interface, the rate of transfer 

on each side of the layer must be the same, and so the concentration gradients 

automatically adjust themselves so that they are proportional to the resistance to 

transfer in the particular phase. Moreover, it is often possible to consider that 

the concentrations on each side are related to each other by the phase 

equilibrium relationship. 
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The main factors that affect the mass transfer are the physical properties of 

the involved phases, the concentration difference, the interfacial area (A, inside 

equation (2.1.9)) and the degree of turbulence. 

Several models have been developed to describe the mass transfer 

phenomena in the region of a phase boundary. They are a good starting point 

but some difficulties to their application still exists. 

 

2.1.2.1 Two-film theory 

 

The two-film theory suggested by Whitman (1923) supposes that the 

resistance offered to the mass transfer across the interface is mainly due to the 

presence of thin layers located at each side of the phase boundary. The fluid 

inside these regions is considered laminar, even if outside the layers turbulent 

eddies can accelerate the action of the random movement of molecules and the 

resistance to mass transfer progressively diminishes. A schematic drawing of 

the interface layer considered by theory is shown in Figure 2.2. 

 

 

Figure 2.2 Two-film theory scheme 

 

 If no accumulation at the interface subsists, the rate of transfer in the 

gaseous film and in the liquid film must be equal. For this reason we can write: 
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)()(1 LbLiLibg cckppkj −=−=  (2.1.10) 

 

where: 

j1   ===   mass transfer flux of species 1; 

pb = partial pressure of species 1 into the bulk gas; 

pi = partial pressure of species 1 at the interface in equilibrium with the           

concentration of species 1 into the bulk liquid; 

cli = concentration of species 1 at the liquid interface in equilibrium with the 

partial pressure of species 1 in the gas; 

clb = concentration of species 1 in the bulk liquid; 

kg = mass transfer coefficient through the gaseous film; 

kL = mass transfer coefficient through the liquid film. 

 

The evaluation of the local values of the mass transfer coefficient at the 

interface is not of easy determination, so it is usually preferred to deal with 

global mass transfer coefficient (KG and KL). For slightly soluble gases (as O2 or 

N2) the mass transfer is controlled by the resistance offered by the liquid film. 

The reason must be found on the fact that very small concentration differences 

can be established across the liquid film. The solute diffuses so slowly through 

the liquid film that only a small concentration difference is therefore required 

across the gas film. Consequently the liquid at the interface is substantially 

saturated with solute at the partial pressure of the bulk gas (pb) and it is 

pointless to consider the gas film in the calculations. So, we can rewrite 

equation (2.1.10) in the form: 

 

)(1 LbLsL ccKj −=  (2.1.11) 

 

where, cLS is the concentration of species 1 into the liquid at the equilibrium 

with partial pressure of the bulk gas, which can be easily determined applying 

Henry’s law (relation (2.1.1)). 

The fact that the rate of diffusion depends mainly on the liquid film 

highlights the importance of the thickness of the liquid film in the prediction of 
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diffusive rate as claimed by relation (2.1.7). For this reason, two-film theory is 

often summarized as: 

 

lDK L ≈  (2.1.12) 

 

where D is the diffusion constant and l is the liquid film thickness. 

 

Therefore any operation which can lead to the reduction of the thickness of 

the layer is well accepted during absorption processes. In particular, the increase 

of the level of turbulence inside the bulk liquid gives rise to a progressive 

decrease of the film thickness. 

Another interesting point of view is offered by the definition of the 

volumetric mass transfer rate, which, considering equation (2.1.11) can be 

expressed as: 

 

)()(1 LbLsLLbLsL ccaKcc
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K

W

A
j −=−=  (2.1.13) 

 

where A, represents the area through which the mass transfer takes place and W 

is the liquid volume involved by the increase of concentration; therefore a, is a 

specific area used to represent the mass transfer process. 

The coefficient Kla is known as the overall mass transfer coefficient and is 

one of the most important parameter in the global evaluation of absorption 

processes: its measure is used to define the efficiency of absorption devices. 

 

2.1.2.2 Penetration theory 

 

The penetration theory is maybe the most widely applied theory developed 

for the treatment of problems of mass transfer across a phase boundary. It was 

developed by Higbie (1935) who suggested that, differently from what 

supposed in the two-film theory, the transfer process could be mainly due to 

fresh fluid being brought close to the interface by action of convection 
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processes (either due to buoyancy or turbulence). At the interface a process of 

unsteady transfer would then take place for a fixed period at the freshly exposed 

surface. The theory was developed to describe absorption processes from a pure 

gas in a liquid and was developed by observing the dissolution processes of a 

carbon dioxide bubble rising in a tube filled with quiescent water. The exposure 

time of each element of volume in the liquid to the gas bubble was estimated as 

the time required to the bubble to pass through the liquid, hence evaluated as the 

ratio of the bubble diameter to the bubble rise velocity. It was further supposed 

that during this short period absorption took place as the result of unsteady 

molecular diffusion into the liquid and, to simplify calculations, the liquid was 

regarded as infinite in depth because of the short ttime of exposure. A schematic 

representation of the absorption process in Higbie’s theory is given in Figure 

2.3. 

 

 

Figure 2.3 Penetration theory scheme 

 

The expression of the mass transfer coefficient in Higbie’s theory was 

derived solving the unsteady diffusion equation (second Fick’s law) which can 

be rewritten as: 
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 Actually, after imposing the necessary initial and boundary conditions: 

 

0=t :   zz δ<<0    Lcc =  

0>t :   0=z           *cc =  

            zz δ=          Lcc =  

(2.1.15) 

 

the analytical solution of equation (2.1.14) is possible considering that: 
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where c’= c- cL. Introducing the Laplace transform of the concentration 

increment c’: 
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we can rewrite equation (2.1.16) as: 
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The solution to equation (2.1.18) is: 

 

D
szD

sz
eBeBc

−
+= 21

'  (2.1.19) 

 



 Experimental and numerical analysis of  

Emanuela Torti                                                                 a confined two-phase turbulent jet system 

 

36 

which, after enforcement of the boundary conditions and after some 

mathematical manipulations yields the mass transfer flux, j, at any position z at 

time t: 
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Consequently, the mass flux at z=0, is given by: 
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where the group tD π is the local value of the mass transfer coefficient. 

If we consider a regular surface renewal (as first supposed by Higbie), i.e. 

that all the surface elements are exposed for the same time te, from equation 

(2.1.21) we get: 
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Therefore, considering equation (2.1.11) we obtain Higbie’s expression for the 

mass transfer coefficient: 
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Thus, the shorter the exposure time (te) the greater the mass flux at a given 

concentration difference. 
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2.1.2.3 Surface-renewal theory 

 

Starting from Higbie’s considerations Danckwerts (1951) supposed that each 

element of surface is not exposed for the same time, but that a randomly 

distributed frequency of exposure exists at the interface. Therefore the process 

of mass transfer can be schematized as depicted in Figure 2.4. Substantially, 

while in one interfacial region the mass transfer occurs into liquid elements in 

accordance with penetration theory, this region is also closer to another zone 

where well-mixed bulk liquid is present. The elements of liquid are not static 

but constantly exchanged by means of a random process. 

 

 

Figure 2.4 Surface-renewal theory scheme 

 

Consequently the mass transfer rate will depend on the probability that a 

given liquid element will be close to the surface for a certain time t. Adopting 

an approach analogous to the one utilized to derive Higbie’s theory, after some 

mathematical manipulations and simplifications we can write: 

 

)(2 *

LccADfjAJ −==  (2.1.24) 

 

where f is the rate of production of fresh surface area (s
-1

).  

The value of the surface-renewal theory is that it describes a more realistic 

situation with the same mathematical efforts of the penetration theory. 
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2.1.2.4 Other mass transfer theories and correlations of mass transfer 

coefficients 

 

Among the previously explained theories for mass transfer, numerous 

models and relations have been developed to try to correlate the mass transfer 

coefficient with the properties of the involved fluids and the crucial aspects that 

can affect the diffusion process. An interesting review of the final results of 

these theories is summarised in the work of Kulkarni (2007). 

The most common theories adopted to model the mechanism of mass 

transport in the liquid phase deal with the concept of surface renewal. As 

pointed out by Linek and co-workers (Linek et al., 2005) two important groups 

of models can be identified for the mass transfer from spherical bubbles. 

 The first group contains the so called “eddy models” which assume that the 

fresh liquid at the surface is supplied by the small-scale eddies of the turbulent 

flow field. Several similar relations were developed to take into account 

different eddy structures near the bubble vicinity. The most relevant aspect is all 

these models consider the eddy dimension to be much smaller in scale than the 

one of gas bubbles. For this reason bubble diameter is not a relevant parameter 

in the definition of the mass transfer coefficient. This doesn’t mean that the 

bubble diameter is not relevant at all since from its value depends the extension 

of the surface through which the mass transfer occurs. These models all employ 

the same expression for the mass transfer coefficient kL: 
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(2.1.25) 

 

where: 

D is the molecular diffusivity of the gas in the liquid (m²/s); 

ν is the kinematic viscosity of the flow (m²/s); 

ε is the turbulent energy dissipation per unit mass (m²/s³); 

c is a constant. 
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Observing equation (2.1.25) it is possible to notice that the product 

2

1

1)(
−

−εν  has the dimension of a time. Different values of the constant c were 

proposed by different authors, ranging from a maximum value of 1.13 (Kawase 

et al., 1987) for Newtonian liquids (this situation is equivalent to consider the 

original Higbie’s penetration theory, equation (2.1.23), with the exposure time 

defined in relation (2.1.25)), to a minimum value of 0.4 (Lamont and Scott, 

1970); a value of 0.592 was derived by Prasher and Wills (1973) from 

experimental data in a stirred tank. 

The second group of models are the so called “slip velocity models”, in 

which the fresh liquid close to the surface depend on the relative movement 

between the bubble and the surrounding fluid. For this kind of models the 

dependence on the bubble diameter is predominant. The first type of “slip 

velocity model” is that proposed by Higbie himself who considered, as claimed 

inside paragraph 2.1.2.2, the exposure time to be the ratio between the bubble 

diameter and the bubble rise velocity. 

Different behaviours and different values of the mass transfer coefficient, kL, 

are reported in scientific publications which deal with mass transfer from 

“small” and “large” bubbles. These ambiguous definitions are not the result of 

an inaccurate approach, but are rather a proof of the difficulty of determining 

the threshold between different behaviours, which does not depend solely on the 

bubble diameter. In fact, it would be more appropriate to distinguish between 

bubbles with rigid or mobile interface. This classification only shifts the 

problem to the definition of when and how a bubble behaves like one having a 

rigid or a mobile surface. Nevertheless, a physical explanation of this limit is 

much easier to identify. Actually, the mobility of the bubble interface is 

strongly related with the presence of contaminants or surface active 

contaminants (the so called surfactants) which tend to move along the bubble 

surface and accumulate towards the leeward side of the bubble. In regions of 

low surfactant concentration the interface is mobile. That is, the stress-free 

condition is approximately obeyed. However, in regions of high surfactant 

concentration, the interface becomes nearly rigid and is more closely described 
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by a no-slip condition (Ratulowski and Chang, 1990). This effect (Marangoni 

effect) implies that the surface tension gradients due to a concentration gradient 

of the surfactants laying on the bubble surface must be balanced by a jump of 

the shear stress across the interface, as a results, an increase of the drag force 

acting on the bubble occurs, consequently the bubble rise velocity is modified.  

Several studies have been conducted at this regard (Dukhin et al., 1998; 

Linton and Sutherland, 1957; Frumkin and Levich, 1947). Substantially the 

accumulation of contaminants on the bubble surface makes the bubble to 

behave like a rigid sphere, leading to a of reduction of the rise velocity as well 

as diminishing the internal circulation in the bubble and the coalescence 

phenomena with other bubbles (Kulkarni and Joshi, 2005). Another relevant 

consideration, as pointed out by Vasconcelos et al. (2002), is that the surface 

mobility is related with the bubble diameter, since small bubbles have a greater 

probability to behave like a rigid sphere because they tend to spend a longer 

time in the liquid (due to their lower rise velocity) and consequently they are 

exposed to larger contamination periods. So a small bubble has initially a 

mobile surface which later becomes rigid.  

Consequently two main types of relations have been developed to represent 

the mass transfer coefficient for a bubble with a rigid surface, and for a bubble 

with a mobile surface. Unfortunately, the diameter threshold where the 

transition from rigid to mobile surface occurs is not well known, because, as 

discussed just above, it depends on the contaminant concentration. Also tap 

water cannot be considered free from contaminants.  

One of the most widely used relations for rigid bubbles was developed by 

Frossling (1938), who expressed the mass transfer coefficient in terms of 

Sherwood number, Sh, as: 
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(2.1.26) 

 

where: 

Sh (Sherwood number) = kLd/D; 
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Re (Reynolds number) = vd/ν; 

Sc (Schmidt number) =ν/D; 

d = bubble diameter (m); 

D= molecular diffusion coefficient (m²/s); 

v = bubble rise velocity (m/s); 

ν = kinematic viscosity of the fluid (m²/s). 

 

 No specific region of validity is defined for Frossling relation, but it is 

usually applied to predict the mass transfer coefficient of bubbles with a 

diameter lower than 2 mm. Another similar relation was reported recently by 

Ahmed and Semmens (2003) and can be used to predict the mass transfer 

coefficients of bubbles with diameter lower than 2 mm and Re from 0.01 to 

100: 

 

33.03824.0Re4911.0 ScSh =  (2.1.27) 

 

Other similar formulas have been proposed by Calderbank and Moo-Young 

(1961) who developed two different relations for the mass transfer coefficient of 

bubbles with diameter lower than 1 mm or greater than 2.5 mm. For bubbles 

with a mobile surface, besides the relation proposed by Calderbank and Moo-

Young (1961) the traditional model proposed by Higbie seems to remain a valid 

model for the prediction of mass transfer in several situations (e.g. bubble 

column systems) as recently confirmed by the work of Vasconcelos et al. 

(2003).  

A comparison between experimental results of several researches and 

different models proposed in literature, was performed by Motarjemi and 

Jameson (1978) as shown in Figure 2.5. 

Experimental data were obtained considering the mass transfer of oxygen 

bubbles in tap water. It can be seen that the Higbie’s model predicts well the 

mass transfer coefficient for different experimental observations (especially for 

de ≥ 1.5 - 2 mm).  
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Figure 2.5 Mass transfer coefficient (kL) versus bubble diameter (de), solid line: 

Higbie and Frossling models as depicted; dashed line: Calderbank and Moo-

Young models for small and large bubbles; symbols: experimental data 

(Motarjemi and Jameson , 1978) 

 

Another interesting work concerning the evaluation of the validity range for 

the application of mass transfer models based on the classical Higbie’s 

penetration theory in terms of the intensity of the turbulent kinetic energy 

dissipation has been recently published by Alves et al. (2006).  

Within their work, the authors considered bubbles of diameters ranging from 

0.5 to 6 mm and concluded that, for the largest of turbulence energy dissipation 

value established during their experiments (0.04 m²/s³), the Higbie’s model can 

still be used to evaluate the mass transfer from the bubbles to the surrounding 

liquid. 

 

2.2 Interactions between bubbles and liquid 
 

When describing the mass transfer model in paragraph 2.1.2, we considered 

the bubble rise velocity and briefly mentioned the drag force on the bubble 

itself. In fact, when a gas bubble or a swarm of gas bubbles is immersed into a 

liquid, the surrounding fluid exerts a system of forces on it: from the dynamic 

equilibrium of such forces depends the bubble movement inside the liquid. The 
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correct modelling of these forces is the first step to calculate the trajectory of the 

bubble, at least from a statistical point of view. 

Moreover, some other phenomena influence the bubble behaviour when 

interacting with a liquid. In fact, bubbles may interact and collide and 

phenomena like bubble coalescence, break-up and distortion may take place.  

 

2.2.1 Hydrodynamic force balance 

 

If we consider a bubble the resultant force acting on it can be summarised by 

the relation: 

 

LAMBDA FFFFFGF +++++=  (2.2.1) 

 

where: 

F = resultant force (N); 

G = weight force (N); 

FA = Archimedes force (N); 

FD = drag force (N); 

FB = Basset force (N); 

FAM = virtual mass force (N); 

FL = lift force (N). 

 

Calculating the resultant from Archimedes and weight forces we obtain the 

expression of the buoyancy force, which can be determined by: 

 

( )gbA WgFG ρρ −=+  (2.2.2) 

 

where: 

g = gravitational acceleration (m/s²); 

Wb = bubble volume (m³); 

ρ = density of the liquid phase (kg/m³); 
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ρg = density of the gas phase (kg/m³). 

 

2.2.1.1 Drag and lift forces 

 

Drag force is the resistance force due to non-uniform distribution of stresses 

(pressure and viscous stresses) on the bubble surface. Streamlines change their 

direction when flow past an immersed body, thus velocity changes (and 

consequently acceleration) arises, leading to the development of a 

hydrodynamic force which usually has a positive component in the direction of 

flow motion, i.e. opposite to the direction of bubble motion. The relative 

contribution of pressure and friction drag depends on the bubble shape. The 

total drag is expressed by: 

 

( ) UVUVACF DD −−= ρ
2

1
 (2.2.3) 

 

where: 

A = cross-section normal to the flow direction (m²); 

CD = drag coefficient; 

U = fluid velocity (m/s); 

V = particle velocity (m/s). 

 

Hence, the total drag experienced by the bubble is a function of the drag 

coefficient, CD, which depends on the Reynolds number of the bubble (Re 

=vD/ν) and on its shape. Considering a spherical bubble, when Re is much 

smaller than unit there is no flow separation in the rear of the sphere, the flow is 

laminar and the drag is essentially due to viscous stresses, so drag coefficient 

can be evaluated by Stokes’s relation: 

 

Re

24
=DC  (2.2.4) 
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Stokes’s relation fails for greater values of Re, when the drag is a combination 

of pressure (owing to stagnation on the front of the bubble and separation of the 

flow on the rear) and friction contribution and a progressive drop of the drag 

coefficient occurs until the value of about 10
3
 is reached; for 10

3
>Re>10

5
 the 

drag coefficient curve is substantially flat as shown in Figure 2.6. 

 

An approximation of the drag coefficient curve can be evaluated by the 

expression proposed by Schiller and Naumann (1935): 
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Re
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(2.2.5) 

 

 

Figure 2.6 Drag coefficient for a rigid sphere 

 

It must be pointed out that equation (2.2.5) is one of the simplest relations 

developed for a single bubble immersed in a fluid. A more accurate estimation 

of the drag coefficient of bubbles within aeration systems should take into 

account the fact that bubbles are not isolated but usually embodied in a swarm 
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of bubbles where any of them may interact with each other. Moreover some 

other complications can arise from the presence of contaminants inside water, 

which produce an increase of the total drag of the bubble (as discussed in 

paragraph 2.1.2.4) or from the fact that bubble may deform its shape. Relations 

from various authors have been summarised in the review of Kulkarni and Joshi 

(2005). 

 

Furthermore, a non-uniform distribution of viscous and pressure stresses on 

the bubble surface leads to the generation of a non-zero component of the 

hydrodynamic force in the direction normal to the oncoming flow direction: the 

lift force. This force can be expressed similarly to the drag in equation (2.2.3) 

except for the substitution of CD with the lift coefficient CL. We can point out 

that, if the flow has the same direction of the principal chord line of the 

immersed body, the stress distribution is balanced on the two sides of the 

bubble and the lift force disappears. Therefore if we consider a symmetrical 

flow past a sphere, lift force can be neglected. Nevertheless, the lift force should 

be taken in to account if the bubble is located in a zone of high turbulence 

where the flow may be non-symmetrical or where the shape of the bubble is 

deformed. Lift forces may arise also for particle rotation either induced by 

strong shear flow (velocity gradients may cause high pressure difference 

between top and bottom of the bubble) or wall contact. 

 

2.2.1.2 Virtual mass and Basset forces 

 

The virtual mass force and Basset force are unsteady forces related to the 

change of the relative velocity of a body submerged in a fluid. 

 

The virtual mass force (or added mass force) takes into account the effects of 

the variation of the liquid flow velocity on the bubble dynamics. If the fluid is 

accelerated also the bubble must be accelerated and vice-versa. The added 

inertia introduced can be taken into account by considering a bubble which is 
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heavier than it really is as a consequence of the fluid mass pushed away. 

Consequently, we can calculate the virtual mass acting on the bubble as: 

 





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dt
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dt

Ud
WCF bAMAM ρ  (2.2.6) 

 

where: 

CAM = added mass coefficient. 

 

Delnoij et al. (1997) carried out a Euler–Lagrange simulation of a partially 

aerated bubble column and concluded that added mass force plays an important 

role in the vicinity of the gas distributor. The determination of CAM is still a 

subject of research for many investigators, but for a spherical bubble which 

translates without rotation in an unbounded inviscid fluid the value of 0.5 can 

be adopted. 

 

The Basset force represents instead the effect due to the fast acceleration of the 

fluid (or of the particle) which leads to a delay in the development of the 

boundary layer, with the consequent enhancement of the drag effects. It’s also 

usually referred as history force. A possible expression for the history force 

term for a spherical bubble, including the effect of an initial relative velocity is 

given by Crowe et al. (1978): 
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where: 

r = bubble radius (m); 

µ = dynamic viscosity of the liquid (Pa·s); 

σ = integration variable (s). 
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2.2.2 Influence of the bubbles on the surrounding fluid 

 

We just mentioned that mutual interactions may take place between bubbles, 

but it is equally important to consider the influence that bubbles exert on the 

surrounding fluid. In fact, if the gas volume fraction is large enough the bubbly 

flow can have a strong interaction with the fluid, modifying the fluid flow with 

the consequence that the momentum exchange between gas and liquid phase 

must be taken into account. Therefore, we can distinguish between bubble-

driven flow and liquid-driven flow, depending on which is the phase that takes 

the most significant role in the control of the two phase fluid motion. 

An interesting study concerning the effect of the horizontal gas-liquid 

injection in a water tank has been recently proposed by Lima Neto et al. (2008). 

In their study they investigated the effect of gas volume fraction on the 

behaviour of the bubble plume and on the liquid jet. The gas volume fraction is: 

 

wg

g

QQ

Q

+
=ε  (2.2.8) 

 

where: 

ε = gas volume fraction; 

Qg = gas flow rate at the nozzle exit (m³/s); 

Qw = water flow rate at the nozzle exit (m³/s). 

 

Their experiments were carried out at a Reynolds number Ren at the nozzle, 

(Ren = udn/ν, where dn is the nozzle diameter) ranging from 10600 to 24800 and 

for gas volume fractions between 0.13 and 0.63. They observed the presence of 

two definite regions: a quasi-horizontal bubbly jet and a quasi-vertical bubble 

plume, They found that for gas volume fractions smaller than 0.15 the water jet 

completely separates from the bubble flow while for higher values the water jet 

initially follows the trajectories of the bubbles in the bubbly jet region and then 
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separates from the bubble core at some distance from the nozzle exit, becoming 

a surface water jet. 

This study shows therefore that the influence of the bubbly flow on the 

liquid flow field can be considered small when the gas fraction volume is lower 

than 0.15. 

Similar considerations have been drawn by Rainer et al. (1995) who 

observed that for the particular jet system examined, “the structure of the gas 

liquid jet (created by a hydro-ejector) was shown to be emulsion-like with small 

bubbles following the jet-liquid path”. 

 

2.3 Numerical computing of two-phase flow systems 
 

During the last twenty years great efforts have been spent into the numerical 

modelling of multiphase flows, and now we can make use of the computational 

tools produced in this branch of computational fluid dynamics (CFD).  

A preliminary macroscopic distinction among the numerical methods 

developed for turbulent two phase systems distinguish between Euler-Euler 

methods (E-E) and Euler-Lagrange methods (E-L) (Gouesbet and Berlemont, 

1999, Crowe et al., 1996).  

The main difference between the two approaches is the coupling and 

modelling methods adopted for the continuous and dispersed phase. 

 Into E-E methods the dynamics of both phases are solved in a Eulerian 

frame by means of the Navier Stokes (N-S) equation coupled with an equation 

for the time evolution of the concentration of the dissolved bubbly phase in the 

liquid one. In practice, not only the continuous phase, but also the dispersed 

phase is considered as a pseudo-continuous phase. 

The E-L methods still solve the continuous phase by means of the Navier-

Stokes equations, while the dispersed phase is followed in its motion inside the 

reactor by solving the balance equation of the hydrodynamic forces acting on 

each discrete particle. Moreover, different methods can be distinguished on the 

basis of the complexity level considered for the evaluation of the interaction 

between the two phases.  
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The lowest level of complexity includes the so-called "one-way coupling" 

problems, in which the dispersed phase can be simply considered as carried by 

the continuous phase and it is assumed that the dispersed phase exerts negligible 

effects on the carrier fluid. In "two-way coupling" problems it is necessary to 

take into account the fact that the behaviour of bubbles is influenced by the flow 

field, and they, in turn, can influence the characteristics of the surrounding flow 

field. Finally, the most complex problems, in which the effects related to 

interactions within the dispersed phase, such as the phenomena of coalescence 

and break-up of the bubbles, are taken into account belong to the "four-way 

coupling" kind. 

 

Many authors have numerically examined the hydrodynamics of gas-liquid 

systems, focusing in particular on the aeration columns, for which both the E-L 

(Lain et al. 2002; Lapin and Lübbert, 1994; Delnoij et al., 1997, Wuest et al., 

1992) and E-E methods (Pfleger and Becker, 2001; Sokolichin et al., 2004) 

were applied.  

More rare in the literature are CFD applications to systems where mixing 

and aeration are obtained by means of turbulent jet. The studies conducted by 

Patwardhan (Patwardhan , 2002) and Jayanti (Jayanti, 2001) evaluate the 

mixing efficiency of a jet system, however considering only the liquid phase.  

Numerical studies which deal with mass transfer phenomena are available on 

bubble columns, using both E-E (Wiemann and Mewes, 2003; Mewes and 

Wiemann, 2005; Lehr et at., 2002) and E-L methods (Gong et al. 2007; 

Darmana et al. 2005; Krishna and van Baten, 2003, McGinnis and Little, 2002). 

Recently some applications of CFD focused their attention both on lab-scale 

models of two-phase systems of wastewater treatment plants (Le Moullec et al., 

2008) and on full-scale tanks (Huang et al. 2009; Fayolle et al., 2007).  

Finally, the work of Morchain et al. (2000) evaluates the effect of a free-

oxygen cross flow on the oxygen transfer of a two-phase jet aerator installed in 

a large vessel. The authors limited their attention to solve the balance equation 

of the dissolved oxygen concentration by considering only an overall uniform 
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mass transfer coefficient (kLa) restricted to the portion of the physical domain 

where gas bubbles are present; no bubble motion is taken into account. 
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Chapter 3  

 

 

 

Biological treatment of wastewater: processes 

inside the oxidation tank 
 

 

 

3.1 Introduction 
 

Water pollution is one of the most important environmental issues. Natural 

water reservoirs have their own self-purifying capacity based substantially on 

the adjustment of the balance between nutrients, biodegradable substrates and 

biomass, which allows to remove some of the pollutants being discharged into 

the environment. 

However, the self purification capacity and the resilience of natural water 

bodies are not capable of withstanding the pollutant loads imposed by the 

presence of human activities (domestic, industrial and agricultural) that 

characterize almost any human settlement. The dumping of untreated water in 

water bodies inexorably leads to compromise the delicate balance of ecosystems 

leading to the onset of very serious environmental problems such as disease 

outbreaks, eutrophication, vegetal and animal species die-off, transmission of 

diseases through the chain food, impaired use of water resource for drinking or 

irrigation purposes, and so on. 
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The occurrence of these problems can be controlled through preventive 

treatment of wastewater to ensure adequate concentrations of contaminants into 

the final effluent that will not endanger human and ecosystem health. The 

incoming water in a wastewater treatment plant will be treated in order to bring 

down the content of solids, organic and inorganic matter, nutrients, heavy 

metals and undesired microorganisms.  

What differentiates a natural system from a water treatment plant is the high 

concentration of pollutants and actors called to its depletion. For this reason, the 

treatment process requires constant monitoring to ensure optimal conditions for 

each unit process in order to achieve the goals of treatment for which it has been 

designed. In particular, biological oxidation tank is the key unit of every 

activated sludge wastewater treatment plant since aerobic microorganisms are 

here called to assimilate the organic matter entering the plant and maybe to 

obtain the nitrification of ammonium ions. 

An adequate and uniform supply of oxygen inside the biological tank is 

essential to provide the complete removal of biodegradable substrate since it is 

consumed by the heterotrophic biomass which needs dissolved oxygen for its 

growth. It has been observed that the concentration of dissolved oxygen mustn’t 

decrease under the threshold level of 2 mg/l to avoid microbial stress and the 

consequent unsatisfactory degradation of organic matter. 

Nevertheless, the biological removal of organic matter is not the only 

fundamental process that usually takes place inside an aeration tank. For 

example, as mentioned earlier, nitrification process is usually carried out at the 

same time as the degradation of organic matter, for example. Moreover, several 

types of microbial population and substrate with different degree of 

biodegradability are usually present simultaneously. Thus, it appears 

immediately that the detailed description of the activated sludge behaviour 

needs to take into account a large number of components and reaction between 

them. 

 

The detailed description of such phenomena is not the aim of the present 

dissertation, since what we want have is simply to test the applicability of CFD 
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tools to the analysis of the multiphase-biologically reacting flows which 

characterize these processes. In other words, we want to show how the 

prediction of the hydrodynamics inside the oxygenation tank (equipped with a 

jet aerator) with the correlated mass transfer from oxygen bubbles allows us to 

obtain the time evolution of the concentration of dissolved oxygen and of the 

basic components involved inside the reactor: heterotrophic biomass and readily 

biodegradable organic matter. Of course, the analysis of more realistic and 

complex processes is straightforward once this preliminary result is achieved. 

For this reason, only the relations describing dissolved oxygen consumption, 

biomass growth and substrate removal are considered herein. 

 

3.2 Biomass, substrate and dissolved oxygen within a 

bioreactor  
 

To represent the time behaviour of heterotrophic biomass, substrate and 

dissolved oxygen we have to describe the main mechanisms involved during the 

processes that lead, under suitable assumption, to the formulation of the 

commonly used models.  

For this reason biomass, substrate and dissolved oxygen kinetics models are 

here presented. 

 

3.2.1 Kinetic relations from microbiology 

 

To describe how the depletion of readily biodegradable substrate takes place, 

we have to consider that each environmental system has its roots in the 

nutritional requirement of microorganisms, which has to be satisfied to let the 

biomass grow and hence to keep the system in equilibrium conditions. 

The main functions carried out by nutrients are to provide the material 

required for synthesis of cytoplasmic material of microbial cells, to serve as an 

energy source for cell growth and biosynthetic reactions and to serve as 

acceptors for the electrons released in the energy-yielding reactions. 
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Heterotrophic biomass is composed by such microorganisms (mainly 

bacteria) that carry out the depletion of relatively complex, reduced organic 

compounds (such as glucose). They consider the organic carbon as the sole 

source for energy and synthesis of new cells. 

Heterotrophic aerobic biomass needs dissolved oxygen as electron acceptor 

for the oxygenation of the carbon substrate. A typical reaction is the 

decomposition of glucose, which can be summarised as follows: 

 

OHCOOOHC 2226126 6 +→+  (3.2.1) 

 

The first term on the left hand side of the reaction (3.2.1) is the glucose 

molecule that works as electron donator for the reaction. The final products are 

carbon dioxide and water. 

The assimilation of organic compounds by microorganisms takes place by 

means of enzymes that catalyze chemical reactions. 

If we consider the growth of bacterial cells placed in a system where 

substrate is present in a non-limiting concentration the behaviour of cell growth 

can be divided into six stages (Monod, 1949) as shown in Figure 2.1: 

− lag phase: in this phase microorganisms have to adapt to the 

new environment. The growth rate is null; 

− acceleration phase: during this phase an increasing growth rate 

is established; 

− exponential phase: in this phase the time required for generation 

of new cells is the lowest, whilst the growth rate is maximum 

and constant; 

− declining growth phase: during this stage the time requested by 

the generation of new cells increases; in the same time a 

decrease of the specific growth rate due to the gradual depletion 

in substrate concentration takes place; 

− stationary phase: in this stage the exhaustion of nutrients occurs 

and the balance between growth and death of microbial cells 

may be reached; 
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− endogenous phase: during this phase endogenous metabolism 

(resynthesis of new cells from endogenous carbon source) takes 

place, the death rate increase and microbial cell lysis occurs.  

−  

 

Figure 3.1 Characteristic growth curves of cultures of microorganisms     

(Benefield and Randall, 1980) 

 

It must be observed that the growth cycle can be controlled by imposing the 

right environmental conditions in order to maintain the exponential phase for a 

long period of time. If we consider that all the environmental requirements are 

satisfied, the growth rate of biomass (∆x) is proportional (through a constant µ) 

to the biomass concentration (x) : 

 

txx ∆=∆ µ  (3.2.2) 

 

x
dt

dx
µ=  (3.2.3) 
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Integrating equation (3.2.3) from the initial biomass concentration x0 to the 

concentration at time t=0 we obtain: 

 

texx µ
0=  (3.2.4) 

 

If the biomass growth rate follows equation (3.2.4) the exponential growth 

phase is established. The parameter µ has the dimensions a frequency and 

represents the specific growth rate (rate of growth per unit amount of biomass).  

An extension of this approach that contains both exponential and declining 

growth phase was proposed by Monod (1949), who argued that the biomass 

growth depends on substrate availability as expressed by: 

 

( )
SK

S

x

dtdx

S

m
+

== µµ  (3.2.5) 

 

where: 

µm = maximum value of the specific growth rate at saturation concentrations 

of growth-limiting substrate (s
-1

); 

Ks = saturation constant, it corresponds to the substrate concentration at 

which µ = µm/2 (kg/m³); 

S = substrate concentration (kg/m³). 

 

Relation (3.2.5) (represented in Figure 3.2) has the same structure of the 

Michaelis-Menten (1913) equation, developed to describe the saturation effects 

of an enzyme with its substrate. 
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Figure 3.2 Relation between specific growth rate and substrate concentration 

(Benefield and Randall, 1980) 

  

Depending on the substrate concentration, equation (3.2.5) can be simplified 

in order to highlight the predominant kinetics order. If the substrate 

concentration is considerably lower than the saturation constant value (S<<KS), 

a direct proportionality of the specific growth rate to S is established (first-order 

kinetics). On the other hand if the substrate concentration is much higher than 

the saturation constant, the specific growth rate doesn’t depend anymore on the 

substrate concentration and the relation approaches a zero-order kinetics. 

It can be noticed that wastewater treatment plants are designed to operate 

with very high substrate concentration, so in many practical situations a zero 

order kinetic model can describe with the necessary approximation the biomass 

growth inside the reactor. 

 

Moreover, we can notice that relation (3.2.5) only considers the assimilative 

growth of the biomass, while it is known that during assimilative growth, a part 

of bacteria cells decays as a consequence of endogenous metabolism, death, 

predation and lysis. For this reason a more complete model must include a 

relation which describes the endogenous decay; consequently, the net growth 

rate of biomass can be estimated through: 
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where b is the coefficient of endogenous decay and the subscript N stands for 

“net growth rate”. 

 

An extension of the Monod model considers the simultaneous presence of a 

second limiting substrate, often representing dissolved oxygen (this is the 

choice of the Activated Sludge Models developed by IAWPRC task group, 

2000). Considering only the assimilative growth rate, we can define a double 

Monod kinetic model in the form: 
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= µ  (3.2.7) 

 

 where, S1 is the second limiting substrate concentration and Ks1 is its saturation 

constant. 

 

Substrate depletion kinetics can be described via a Monod type relation, 

considering that, as the biomass grows, the substrate diminishes with a relation 

that must involve the yield of conversion of the substrate into new biomass. A 

widely used relation can be written as follow: 

 

dt

dx

Ydt

dS 1
−=  (3.2.8) 

 

where Y represents the yield of conversion of the substrate carried out by the 

biomass.  

It has to be observed how, if another limiting substrate is considered in order 

to better describe the environmental conditions which may affect the bacteria 

growth, the same conditions have to be taken into account for the substrate 
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depletion kinetics, considering equation (3.2.7) instead of the most commonly 

used relation (3.2.5). 

 

As previously mentioned, heterotrophic bacteria need for their growth and 

maintenance a certain amount of dissolved oxygen, which has to pass through 

the bacterial cells in order to be available for the oxidation-reduction reactions 

necessary to recover energy. In particular, inside a wastewater oxidation tank 

oxygen requirements derive from carbonaceous and nitrogenous biochemical 

oxygen demand and from inorganic chemical oxygen demand.  

This relation is well known and widely used, since biochemical oxygen 

demand (BOD) is one of the first parameter used to characterize the 

biodegradability features of the broth entering the treatment. Actually, if the 

organic content of water is low, then the oxygen requirement of the bacteria will 

be low; on the other hand, if the organic content is high, the oxygen requirement 

of the bacteria will also be high. 

If we don’t consider the presence of nitrogenous substances in the water, 

dissolved oxygen consumption due to bacteria activity can be expressed with a 

law which takes the Monod form: 
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where Y’ represents a yield coefficient for the dissolved oxygen consumption by 

biomass. 

Similarly, we can describe the requested BOD (SBOD) by: 

 

dt

dS

dt

dS
DOBOD −=  (3.2.10) 

 

In conclusion, we want mention that recently another model has proved to be 

successful in practice, due to its showed ability to fit experimental data and it 



 Experimental and numerical analysis of  

Emanuela Torti                                                                 a confined two-phase turbulent jet system 

 

62 

has been widely used in describing the growth of microorganisms: the logistic 

model. The logistic model is a sigmoidal shaped model and, as claimed by 

Koku et al. (2003), it appears to be able to describe a great part of the growth 

curve, starting from the lag phase (if present) to the stationary phase. 

Considering a first order kinetic to describe the biomass growth, logistic 

equations permit to obtain an explicit relation to evaluate at any time t, the 

biomass, substrate and oxygen concentrations knowing the initial concentration 

values. 

 

3.2.2 Pure oxygen aeration: critical review 

 

Many authors spent their efforts to compare advantages and disadvantages of 

pure oxygen aeration systems compared with traditional air systems. For 

Kalinske (1976) the improvements claimed by proponents of pure oxygen 

systems are not so evident if compared with the behaviour of a traditional 

aeration system, since it seems to be necessary only to preserve a dissolved 

oxygen concentration inside the reactor at levels above 2 mg/l to obtain the 

same results. Another disadvantage claimed is that excessive levels of dissolved 

oxygen can be toxic to nitrifying bacteria and lead to the production of 

filamentous bacteria (increasing danger of bulking). 

However Kalinske’s work has been harshly criticized by Chapman et al. 

(Chapman et al., 1976). 

Anyway, pure oxygen systems are still widely used especially for their 

flexibility and for the demonstrated capability to follow peak loads and hence 

peak oxygen requests during the transition that inevitably occurs during 

operation conditions. Moreover, inside Benefield and Randall work (1980) 

some advantages related to pure oxygen systems are highlighted over an air 

aeration system: 

− Greater oxygen requests are more easily satisfied; 

− higher concentration of Mixed Liquor Volatile Suspended 

Solids (MLVSS) can be maintained inside aeration tank and 
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thus the same treatment can be done in a smaller-volume 

reactor; 

− sludge settleability and thickening are increased; 

− production of sludge diminishes per unit BOD removed; 

− more efficient oxygen transfer to liquid per unit power 

consumed; 

− improvement of the stability of the treatment. 
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Chapter 4  

 

 

 

Eulerian –Lagrangian model for the simulation 

of the time evolution of dissolved oxygen, 

biomass and substrate in a confined 

environment 
 

 

 

4.1 Structure of the numerical model: modelling 

approach  
 

Within paragraph 2.3, we have observed that, for the numerical modelling of 

two-phase flows, different approaches can be adopted. This chapter describes 

the structure of the model used to simulate the time evolution of the 

concentration of dissolved oxygen originally transferred to the flow from the 

bubbles of oxygen injected through a turbulent jet. Moreover, the extension of 

the model to compute the time evolution of the concentration of other species 

(i.e. heterotrophic biomass and biodegradable organic substrate) will also be 

taken into account. 
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A first aspect that needs to be highlighted is the scale at which we want to 

describe the phenomenon, which determines the choice of some assumptions 

underlying the model. The increasing availability of computing resources 

characterized by higher performance has led in recent years to model fluid flow 

phenomena with extreme accuracy. The precise representation of the 

interactions that occur between bubbles in motion within the flow field and the 

surrounding fluid, of how the bubbles are able to change the hydrodynamic 

characteristics of the carrier fluid and how, consequently, these interactions act 

on the bubble trajectory, on their shape and their behaviour in relation to other 

physical phenomena involved, is beyond the scope of this research work even 

though it can be a topic of great interest from some other scientific points of 

view. In fact, the work carried out has been aimed to an engineering approach to 

the key aspects of oxygen dissolution in wastewater treatment plants. 

 

The choice of the analyzed operational conditions has been driven by the 

need to keep close to what occurs in real plants or, at least, in lab-scale models 

of the involved processes. In particular, the gas flow rate injected into the 

system was maintained (during both experimental and numerical activities) at 

low values of gas volume fraction such that the observations of Lima Neto et al. 

(2008) could justify the approach adopted. 

In particular, a "one-way coupling" model was adopted, in which the effects 

of interactions between bubbles and fluid, and consequently the exchange of 

momentum between the phases, could be neglected. It was then assumed that 

the bubbles are transported by the fluid without any noticeable change in the 

flow field induced by the carried bubbles. This assumption has enabled us to 

evaluate separately the fluid flow field and the evolution of the bubbly gas 

phase convected by the fluid flow. 

 

The first step involved the determination of the fluid flow field under steady-

state conditions. A finite volume method (FV) was then adopted to obtain the 

solution of Reynolds Averaged Navier-Stokes equations (RANS). The code 
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allows the calculation of the characteristic quantities of the flow field on a 

cartesian grid (Eulerian approach).  

 

The second step represents the central part of the developed model: the fluid 

flow field, determined as described above, is used (together with the 

measurement of the bubble size distribution representative of the gas flow) to 

evaluate convection and turbulent dispersion of the injected gas bubbles within 

the environment. Each bubble moves as a result of the convection of the fluid, 

of the dynamic actions acting on it and of the dispersive effect of the turbulent 

flow field, represented trough a random walk contribution (Lagrangian 

approach). 

 

The third step is the solution of a balance equation for the dissolved oxygen 

concentration and of a balance equation for the concentration of any other 

dissolved species for which the determination of the evolution in time within 

the domain of calculation is needed. Here we return again to an Eulerian 

approach, determining the evolution of the concentration due to diffusive and 

convective phenomena (related to the flow field) and to the effect of production 

and sink terms of this species over time. Especially with regard to oxygen, this 

corresponds to the modelling of mass transfer between gas and liquid phase 

(and vice versa) that will depend on the position reached by the bubbles. 

 

Within this chapter we focus our attention on the description of the second 

and third step of the model, i.e.. the steps which estimate the evolution of 

oxygen concentration starting from the modelling of the bubble movement. We 

will here assume to have already available the main inputs of the model: the 

detailed knowledge of the liquid velocity field and the bubble size distribution. 

The methodology that allows us to obtain these two quantities will be described 

in more detail inside Chapter 5. 
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4.2 Modelling of the bubble dynamics 
 

4.2.1 Bubble injection 

 

The first issue regards the way in which injection of bubbles inside the 

system is represented in order to meet the defined gas flow rate. 

To simulate the injection of bubbles by a circular jet, several injection points 

were distributed at the nozzle exit (bubble inflow boundary conditions) within 

its circular cross section. This choice yields a bubble distribution that is more 

widespread than the one of the two-phase jet at the nozzle exit, since the 

injection does not take place only at the nozzle centre but is distributed in the 

whole nozzle exit section. 

Once the injection points have been defined the bubble size distribution 

(BSD) is considered. For each dimensional class, the bubble diameter (di) and 

the correspondent volume percentage (pi) needs to be specified. The total 

number of bubbles (which influences the RAM memory needed by computer 

runs) that will be present in the system results from: 
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where: 

nmax = maximum number of bubbles; 

nin = number of injection positions; 

tp = overall duration of bubble injection; 

∆tp = injection time step; 

nd = number of dimensional class included in the BSD. 

 

The time step ∆tp adopted for the bubble injection is now calculated on the 

basis of the time step ∆t (see paragraph 4.3.2.5) necessary to compute the 
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trajectory of particles and to update the concentration of the dissolved species, 

represented by the symbol ∆t.  

 

The total number of bubbles that will be inserted at each inflow position, nin, 

is calculated with respect to the imposed gas flow rate Qg, in order to impose 

implicitly the mass balance for the gas phase: 

 

ini

pgi

i
nW

tQp
n

∆
=  (4.2.2) 

 

where: 

ni = number of inserted bubbles with diameter equal to di; 

Wi = bubble volume with diameter equal to di; 

pi = volume fraction of the bubble with diameter equal to di. 

 

So, at each injection time step the total number of bubbles entering the 

computational domain and respecting the initial BSD is the result of the 

summation of ni over the number of injection positions. It has to be highlighted 

that what is in fact inserted at each step and insertion point is not a real bubble 

but rather what could be defined as a “computational bubble”. Actually, even if 

the ni bubbles injected inside the system at a given position are considered as 

single bubbles in order to evaluate the mass transfer, the simulation of their 

movement is obtained by considering the ni bubbles at each injection as a 

“cluster” of bubbles, which moves rigidly since all the bubbles belonging to it 

have the same geometrical characteristics and since they are inserted at the same 

moment. 

 

The insertion of new bubbles takes place at fixed time steps within the total 

inflow time. The interval between these time steps is calculated on the basis of 

the previously mentioned computation of ∆tp. 
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4.2.2 Bubble movement 

 

Now we have to consider how the bubble injected inside the system moves. 

We’ve already mentioned, within paragraph 4.1, that the bubble velocity is the 

result of three independent contributions.  

We will analyse each of them inside the following paragraphs. 

 

4.2.2.1 Bubble velocity due to the liquid flow field 

 

When a “bubble” (or, better, a “computational bubble” representative of ni 

bubbles of the same diameter di) moves in the computational domain its 

position is defined, since the position of its centre (coordinates x,y and z) 

becomes one of the parameter associated to each bubble. From the bubble 

position, it is immediate to get the cell occupied by the bubble. 

 For each vertex of each grid cell, the liquid flow field properties are defined: 

velocity, turbulent kinetic energy and turbulent kinetic energy dissipation. The 

correspondent value of these properties in the position of each bubble is then 

calculated by interpolation with respect to the position of the bubble inside the 

cell, by means of a weighted method where the weight-coefficients are 

determined evaluating the distance of the particle from each vertex. 

 

In particular, taking as example the scheme shown within Figure 4.1, 

defining xi, yi and zi the components of the relative position vector of the bubble 

i from vertex V, we can define the quantities α,β,γ as: 

 

xxx vi ∆−+−= /)(21α  

yyy vi ∆−+−= /)(21β  

zzz vi ∆−+−= /)(21γ  

(4.2.3) 

 

where: 

xv, yv, zv, are the coordinates of the vertex V; 
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∆x, ∆y, ∆z, are the lengths of the cell edge along x,y and z direction 

respectively; 

 

Figure 4.1 Interpolation of the bubble properties inside a computational cell 

 

The weight coefficients, for each vertex n of the cell, fn are then calculated 

considering the eight combinations deriving from: 

 

( )( )( )γβα ±±±= 111125.0nf  (4.2.4) 

 

Finally, we the interpolated bubble velocity Vfi related to the liquid flow 

field, the turbulent kinetic energy ki and the turbulent kinetic energy dissipation 

εi are obtained by interpolation on the values in the eight vertices as: 
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Inside equation (4.2.5) the variables defined for each single vertex are 

indicated with the subscript n, while the subscript i indicates that the property 

under consideration is a characteristic value for the i-th bubble. The U symbol 

stands for the fluid flow velocity, while the V indicates the bubble velocity. 

 

Hence, considering equation (4.2.5) the first relation represents the first 

contribution to the final bubble velocity due to flow convection. 

 

4.2.2.2 Bubble velocity due to hydrodynamic force balance 

 

Inside Chapter 2, all of the forces that act on a bubble immersed into a fluid 

were considered.  

For the calculation of the hydrodynamic balance of the forces acting on a 

bubble inside the computational domain, some basic assumptions have been 

made. In particular some of the terms highlighted in paragraph 2.2 have been 

considered negligible in the definition of the trajectory followed by each bubble. 

Above all, the time needed by the bubble to reach the stationary conditions was 

considered short enough to neglect the relative acceleration between bubbles 

and fluid. So the terms related with transition phenomena such as the Basset 

force and the virtual mass force have been neglected inside the calculation.  

In particular, the decision to neglect the added mass force term has been 

supported by the comparison of the effects related to its consideration inside the 

calculation with respect to the “uncertainty” of the final results related to the 

consideration of the turbulence effects on the trajectory followed by the bubble 

(see paragraph 4.2.3.1).  

Another term that it has been not considered is the lift force. This 

simplification finds its theoretical justification if the bubble shape is considered 

to be spherical independently from the bubble diameter; moreover it has been 

considered that the bubble shape doesn’t change during its motion. So, if we 

admit that the fluid flow past the bubble is always symmetrical and no bubble 

rotation arises, for the reason explained inside paragraph 2.2.1.1 the lift force 

can be neglected.  
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So, starting from equation (2.2.1) we can write the equation of bubble 

motion as: 

 

( ) UVUVC
d

g
d

g
d

dt

dVd

iiD
i

i
g

iii
g

−−−

+−=

ρ
π

ρ
π

ρ
ππ

ρ

8

666
2

333

 (4.2.6) 

 

where the left hand side term represents the resultant force acting on the bubble 

(its mass multiplied by its acceleration), while the right hand side terms are the 

weight force, the Archimedes force and the drag force respectively. The symbol 

U stands for the liquid flow velocity, ρ is the liquid density, ρg is the oxygen 

density and di is the diameter of the i-th bubble.  

Finally, we have to consider that quasi-steady conditions are assumed during 

each time step of integration and that the bubble is considered to adapt instantly 

to changes in flow velocity (i.e. the transient during with drag arises owing to a 

difference between fluid and bubble velocities other than the one due to rise 

velocity is short). Then, the hydrodynamic force balance reduces to the 

equilibrium between buoyancy and drag force, as follows: 

 

  0=+ BFD  (4.2.7) 

 

where B represents the buoyancy force. Developing equation (4.2.7) leads to: 
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 (4.2.8) 

 

Inside equation (4.2.8) the velocity component Vil represents the “limit 

velocity” or final rise velocity of each single bubble, and can be calculated by 

means of: 

 



 Experimental and numerical analysis of  

Emanuela Torti                                                                 a confined two-phase turbulent jet system 

 

74 

( )
ρ

ρρ

D

gi
li

C

gd
V

3

4 −
=  (4.2.9) 

 

It must be noticed that equation (4.2.9) is implicit in the quantity Vil, since it 

is involved in the calculation of the drag coefficient which, as noted inside the 

paragraph 2.2.1.1, depends on the shape of the object under consideration and 

on its Reynolds number (the bubbles are considered to be spherical). Thus, the 

determination of bubble rise velocity occurs iteratively, using as a first velocity 

attempt the expression derived from the assumption that, at first approximation, 

the drag coefficient can be expressed by means of the Stokes relation (equation 

(2.2.4)), resulting in: 

 

( )
µ

ρρ

18

2
gi

li

gd
V

−
=  (4.2.10) 

 

where µ, represent the dynamic viscosity of the liquid phase. 

 

Then, the calculation is repeated until the convergence criterion is satisfied, 

considering for the calculation of the drag coefficient the relation given in 

(2.2.5). 

Hence, the relative velocity between the bubble and the fluid due to 

buoyancy effects has been determined. It has to be noticed that this velocity 

component acts only along the vertical (z) direction. 

 

4.2.2.3 Bubble velocity due to turbulent random effects 

 

The last contribution to the bubble velocity has been conceived in order to 

consider a potential deviation of the bubble from its trajectory owed to the 

turbulent features of the liquid flow field. For this reason a probabilistic (or 

“random walk”) approach has been adopted. 

The following procedure of calculation is implemented: 
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− the probability to have a turbulent fluctuation (pturb) is 

calculated considering: 








 ∆
= 1;min

t

turb

t
p

τ
 (4.2.11) 

 

where τt represents the Kolmogorov time scale related to the 

macroscale of turbulence (hence the implicit assumption of 

isotropic turbulence is adopted). The value of τt is calculated on 

the basis of the turbulent characteristics of the flow field at the 

particle position, by means of the relation: 

 

i

t
k

l
=τ  (4.2.12) 

 

where l represents the turbulent macroscale length and ki is the 

turbulent kinetic energy of the particle calculated as described 

within paragraph 4.2.2.1. 

The probability that an eddy causes a departure of the particle 

velocity from the mean flow convection velocity is then equal 

to 1 if ∆t is higher than τt, otherwise, it is equal to pturb < 1; in 

the numerical procedure, occurrence of the turbulence effect is 

considered if a number obtained from a uniform random 

distribution R1 is less than pturb ; 

− if the above condition is satisfied another uniformly distributed 

random number between 0 and 1, R2, is generated. This last is 

then used to obtain the velocity value, estimated as the 

correspondent value on the cumulative function calculated 

considering turbulent velocity fluctuations to be defined by a 

Gaussian distribution with standard deviation equal to ik32 . 

In particular, the three components of the fluctuating velocity 
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are calculated by means of three different random samplings 

from the probability distribution. Finally, the turbulent 

fluctuation of the particle velocity Vti is assigned as a property 

of each bubble. 

− if R1 is greater than the probability to have a turbulent 

fluctuation, the time scale of turbulence (just calculated) is used 

to compute the path of the bubble inside the turbulent eddy as 

the product of τt times the turbulent fluctuation velocity held by 

the bubble. If the product is greater than 1 Vti is set to zero (until 

it reaches another position where turbulence fluctuations may 

occurs) otherwise it is maintained unchanged as that calculated 

at the previous step of the calculation. 

 

4.2.3 Bubble trajectory 

 

Once the velocity of each bubble has been calculated, the bubble position is 

determined using a predictor-corrector method (McCormack method) in order 

to calculate the displacement of the bubble. 

In particular, the first rough estimate of the position of the bubble is 

calculated by applying an explicit method (predictor step), as follows: 

 

t
i

t
i

t
i tVrr ∆+=+1

 (4.2.13) 

 

where the continuous line above the position vector of the i-th bubble ri 

indicates the first estimate; superscripts t and t+1 refer to the time 

discretization. The velocity used to provide this calculation doesn’t take into 

account the random-walk velocity term Vti, but it is simply the sum of the 

velocity owned by the bubble as a consequence of its position inside the 

computational domain (Vfi) and of its vertical velocity component derived from 

the hydrodynamic force balance (Vli). 
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The second step uses the position just calculated to evaluate the velocity 

1+t
iV of the bubble in this new position. Also the other fluid properties 

(turbulent kinetic energy and turbulent kinetic energy dissipation) are evaluated 

at the new position following the relation (4.2.5). 

Now the mean value of the two velocities is considered in order to evaluate 

the final position of the particle and the random walk contribution Vti is added to 

the mean value. So the final position of the particle is considered to be the result 

of: 
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4.2.3.1 Evaluation of the effects related to the added mass force term 

 

The trajectory followed by a spherical particle has been evaluated in order to 

assess the error introduced by neglecting the added mass force contribution. 

With this aim, the trajectory of a bubble having a fixed velocity component 

along x direction and a z velocity component dependent on the hydrodynamic 

force balance derived from equation (4.2.8) but including the added mass force 

contribution (equation (2.2.6)) has been evaluated, obtaining the following 

equation: 
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where Viz represents the rise velocity of the bubble and a’ is the velocity of the 

bubble related to the added mass force. Rewriting equation (4.2.15) in terms of 

the overall bubble acceleration, one obtains: 
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where mB is the mass of the bubble associated with the buoyancy force, mAM is 

the virtual mass of the bubble and a is its overall acceleration. 

An initial horizontal velocity has been assigned to a bubble of mean 

diameter equal to 0.002 m, in order to mimic the situation encountered when it 

is injected inside the system. The value of the x component of velocity Vix has 

been set equal to 5 m/s which is lower than the real velocity considered during 

the simulation, in order to evaluate a more critical situation. 

The overall acceleration of the bubble was obtained from equation (4.2.16) 

and, assigning an adequate discretization time step ∆t, the rise velocity of the 

bubble along z direction at time t was incremented according to the equation: 
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where the apex t denotes the reference time. Then the position reached by the 

bubble was calculated trough: 
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To evaluate the error due to neglecting the added mass term, the position taken 

by the bubble, obtained following the abovementioned procedure, was 

compared: 1) with the trajectory obtained by considering only the bubble limit 

rise velocity calculated through equation (4.2.9), and 2) with the limit 

trajectories that can be followed by a bubble whose velocity experiences 

turbulent fluctuations, equal to the 2% of the initial bubble velocity. The results 

are shown in Figure 4.2. 
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Figure 4.2 Evaluation of the added mass term effect on the bubble trajectory  

 

It can be noticed that the limit trajectories that can be followed by the bubble 

when turbulent fluctuations are present envelope the trajectory followed by the 

bubble either considering or neglecting the added mass term. This means that 

the uncertainty introduced by the turbulent fluctuations of the velocity 

overcomes largely the possible inaccuracy that derives from neglecting the 

added mass term in the hydrodynamic force balance equation. Moreover, it can 

be noted that the bubble trajectory obtained considering a constant bubble rise 

velocity and the bubble trajectory calculated introducing the added mass term 

are very close to each other.  

For this reason, the accuracy of the method implemented to calculate the bubble 

trajectory has been considered satisfactory for the proposed purposes. 

 

4.2.4 Boundary conditions  

 

Another aspect that has to be considered is that the bubble can move freely 

inside the computational domain except when its position reaches the 
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boundaries that limit the computational grid. Three types of situation can 

happen: 

− the bubble reaches the free surface; 

− the bubble reaches the outlet section; 

− the bubble impacts with a solid boundary (i.e. the walls of the 

tank). 

 

The outflow section of the model is considered to be the same as the liquid 

flow outflow section (as defined during the finite volume simulation of the 

liquid flow). 

The first two boundary conditions are responsible for limiting the maximum 

number of bubbles contained within the domain of calculation. In fact, when a 

bubble reaches the free surface or the outlet section is "immobilized", thus, it is 

no more considered as an active particle in the system, and then it can no more 

affect the changes of the dissolved oxygen concentration. The last condition 

implies that a bubble cannot overcome the solid wall of the tank (bottom and 

side walls). So when the threshold identifying the boundary is crossed the 

position of the bubble is corrected and brought back to a position calculated 

with the hypothesis of perfectly elastic reflection. 

This condition is applied also when a partitioning wall is placed inside the 

computational domain. 

 

4.3 Modelling the evolution of the concentration of a 

dissolved species 
 

4.3.1 Balance equation of a dissolved species 

 

The evolution of the concentration of a dissolved species has been evaluated 

considering the following balance equation: 
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( ) ScDcV
t

c
mtf +∇+⋅∇=∇⋅+

∂

∂
ν  (4.3.1) 

 

Considering equation (4.3.1) the first term on the left hand side represents 

the local time derivative of the concentration of the generic dissolved species c, 

while the second is the convective term (Vf is the fluid velocity). Considering 

the right hand side, the first term represents the diffusive term where the 

diffusion coefficient (νt + Dm) is the result of the sum of the turbulent kinetic 

viscosity of the liquid phase, νt, and of the molecular diffusion coefficient of the 

species c into the liquid, Dm. The turbulent kinetic viscosity has been assumed 

to coincide with the turbulent diffusion coefficient DTM = νt/Sct, i.e. the 

turbulent Schmidt number Sct, for the turbulent diffusion of the species has been 

assumed equal to 1.The last term on the right hand side of the equation, S, is the 

concentration source (or sink) that occurs as a result of mass transfer (e.g. when 

the oxygen inside bubbles passes from gaseous to dissolved oxygen into the 

liquid phase and / or vice versa) or of consumption or growth kinetics when 

different species are involved (e.g. for heterotrophic biomass and substrate). 

 

4.3.2 Numerical solution of the mass balance equation 

 

A discrete formulation of the partial differential equation (4.3.1) has to be 

considered to evaluate the concentration changes within each cell of the 

computational grid. 

When a time discretization is adopted, equation (4.3.1) can be rewritten as: 

 

)( SDCtc ++−∆=∆  (4.3.2) 

 

where ∆c is the discrete variation of the dissolved species concentration 

occurred during the time step ∆t as a consequence of the contribution of the 

convective (C), diffusive term (D) and source terms (S) which derive from the 

discretization of the corresponding terms of equation (4.3.1). 
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Within the next paragraphs the methodology used to discretize the flow field 

and to model each of these terms will be analysed. 

 

4.3.2.1 Space discretization 

 

Numerical solution of equation (4.3.1) needs first the definition of a 

computational grid has been defined for the calculation of the concentrations of 

the dissolved species. Owing to the geometrical simplicity of the studied cases, 

a cartesian staggered grid has been defined, where the scalar quantities are 

defined at the cell centre (concentration, turbulent kinetic energy, dissipation of 

the turbulent kinetic energy) while the components of the vector variable 

(velocity) are defined at the middle of the cell face whose normal is aligned 

with the component itself.  

The grid for the computation of concentration can be defined arbitrarily and 

its dimension may not coincide with the dimension of the grid used for the 

calculation of the position (and velocity) of the bubbles. 

The procedure to interpolate flow values on this second computational grid 

is analogous to the one described in paragraph 4.2.2.1. Once the position of the 

centre of the cell is defined for each computational cell of the grid, the 

corresponding position with respect to the cartesian grid derived from the finite 

volume simulation of the liquid flow is calculated. Then, a weighted mean is 

considered in order to interpolate the scalar and vector quantities starting from 

the known vertex values of the cartesian grid used for the bubbles. 
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Figure 4.3 Staggered grid for the computation of the concentrations (red point = 

cell centre; green point = middle point of the face of the cell)  

 

4.3.2.2 Discretization of the convective term 

 

The convective term in equation (4.3.1) is the scalar product of the velocity 

times the concentration gradient, where the concentration gradient is defined as: 
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The discretization of the convective term has been carried out by means of a 

second-order upwind finite difference scheme.  

In particular, for each velocity component the i-cell value is calculated as an 

average of the values at i-1/2 and i+1/2 cell faces to asses flow direction. Then 

a one-sided 2nd
 order difference is applied to concentration derivatives, 
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depending on the sign of the mean value of the velocity. The method applied for 

the x component leads to the following formulation: 
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The convective term for each computation cell Ci is then calculated as the 

sum of the contributions calculated for each direction as: 

 

ziyixii CCCC ++=  (4.3.6) 

 

 

4.3.2.3 Discretization of the diffusive term 

 

The diffusive term in equation (4.3.1) is the divergence of the product of the 

global coefficient times the gradient of the concentration. 

The global diffusion coefficient is intended as the sum of the molecular and 

the turbulent diffusivity 

The discretization of the diffusive term is carried out by means of a central 

difference. Considering the x contribution we get: 
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(4.3.7) 
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with: 
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where: 

cµ = 0.09; 

ki is the turbulent kinetic energy of the i-th cell; 

εi is the turbulence dissipation rate of the i-th cell;  

Dxi is the contribution to the diffusive term along x direction of the i-th cell; 

Dm is the molecular diffusion coefficient. 

 

The diffusive term for each computation cell is then calculated as the sum of 

the diffusive term calculated for each direction as: 

 

ziyixii DDDD ++=  (4.3.9) 

 

4.3.2.4 Source term calculation 

 

The source term is representative of the changes of the concentration field 

due to mass transfer phenomena for oxygen and of the changes owed to the 

production/consumption kinetics for dissolved oxygen, heterotrophic biomass 

and substrate.  

 

4.3.2.4.1 Mass transfer from the gas bubbles to the liquid volume  

 

The mass transfer phenomena are evaluated by means of a relation based on 

equation (2.1.3). In particular, the concentration flow rate transferred between 

the two phases is estimated by considering the concentration gradient of the two 

involved phases (cg –cl), multiplied by the specific area a and by the mass 

transfer coefficient kl. The specific area is evaluated as the ratio between the 

area of the surface across which mass transfer takes place, Ag, and the exchange 
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volume that has been considered to be equal to the liquid phase contained inside 

each computational cell (W –Wg). The relation for each computational cell is: 
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S
ij
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 (4.3.10) 

 

where: 

Si is the source term due to the mass transfer from bubble j to cell i       

(kg/(m³ s)); 

Wi is the volume of the computational cell (m³); 

Wgj is the volume of gas contained inside the computational cell (m³), 

computed from the number of estimated bubbles inside the cell; 

N is the total number of bubble inside the computational cell; 

cgij is the concentration of the gaseous phase (oxygen) considered in 

equilibrium condition with the partial pressure of gas (kg/m³); 

cli is the concentration of the dissolved oxygen into the liquid within the 

computational cell i (kg/m³); 

Agj is the total exchange area associated with the computational bubble j 

inside cell i. 

 

Moreover: 
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where nj is the number of the real injected bubbles of diameter dj associated 

with the computational bubble j. 

 

It seems necessary to highlight the fact that the mass transfer models adopted 

are formally different depending on whether the transfer is considered from the 

bubble to the liquid phase or the exchange that takes place through the free 
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surface between the atmosphere and the liquid volume. In the former case the 

source term can be considered effectively as such, since the exchange allows for 

an increase of concentration of dissolved oxygen content in the tank. In the 

second case it would be more appropriate to deal with a sink, since the 

exchange through the surface involves a supersaturated fluid volume. The 

exchange of mass due to the oxygen transfer from the bubble to the liquid has 

been calculated for each time step of calculation once the final position taken by 

the bubbles has been determined (as described in the paragraph 4.2.3).  

The reference concentration cgij, which determines the mass transfer from the 

bubble j contained in cell i to the liquid, is: 

 

( )jiHgij ppkc +=  (4.3.12) 

 

where: 

kH = Henry’s coefficient (g/(l·Pa)) as defined inside equation (2.1.1); 

pps = hydrostatic pressure in cell i (Pa); 

pj= internal pressure of the bubble j (Pa). 

 

In equation (4.3.12) the hydrostatic pressure is evaluated by adding to the 

atmospheric pressure the product of the drought (evaluated considering the 

bubble position) for the specific weight of the liquid phase, whereas the internal 

pressure is evaluated considering the surface tension of the bubble by means of 

relation: 

 

j
j

d
p

τ4
=  (4.3.13) 

 

where τ is the surface tension of the bubble. 

Another condition that has been considered is the decrease of the bubble 

diameter due to the oxygen transfer to water. So, for each computational bubble 

the diameter of each bubble is determined through the relation: 
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where: 

d’j is the new bubble diameter (m); 

qj is the mass flow rate transferred from the set of bubble of the considered 

dimensional class (m³/s); 

nj is the number of bubbles of the considered dimensional class. 

 

After the new diameter has been calculated properties such as superficial 

area and internal pressure are updated for each bubble. 

The mass transfer coefficient from the gas bubble to the liquid phase has 

been evaluated by different models, on the basis of theories explained in 

Chapter 2 and a sensitivity analysis on these models has been conducted (see 

Chapter 7).  

 

4.3.2.4.2 Mass transfer from the liquid volume to the surrounding atmosphere  

 

Finally, the mass transfer at the free surface cgs is calculated by taking into 

account the saturation concentration of the gaseous phase at atmospheric 

conditions: 

 

2OatmHgs Ppkc =  (4.3.15) 

 

where PO2 indicates the volume percentage of oxygen in atmosphere. 

 

The modelling of the mass transfer coefficient at the surface is instead based 

on the two-film theory: a global mass transfer coefficient kla has been evaluated 

experimentally during deoxygenation tests. In fact, for the desorption of a 

gaseous species from a liquid phase, the equation (2.1.13) can be rewritten as: 
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)( gsltL
l ccak
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−−=  (4.3.16) 

 

where cl is the concentration of the dissolved species inside the liquid volume. 

In order to evaluate the overall mass transfer coefficient kla, the equation 

(4.3.15) can be integrated from the initial reference time t=0 (when the 

desorption is considered to start) to a generic time instant t, leading to: 
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Using equation (4.3.17), the kla values have been determined for each instant 

of the deoxigention test at the monitoring locations inside the liquid volume. 

The final unique kla value has then been calculated averaging on time and on 

space. Finally, the mass transfer coefficient kl has been calculated by 

considering the specific surface a as the ratio of the free surface area exposed to 

the transfer to the total volume of the compartment.  

The mass transfer coefficient thus calculated has been used exclusively to 

model the concentration changes that involve the top layer of the cells of the 

mesh for concentrations. Accordingly to equation (4.3.10) the source term for 

each cell in the top layer involving dissolved oxygen is thus evaluated as: 
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4.3.2.4.3 Biomass, substrate and dissolved oxygen kinetics 

 

Concerning the evolution of the concentrations of dissolved oxygen, 

heterotrophic biomass and readily biodegradable substrate due to the biological 
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kinetics, the respective source terms are modelled by means of the kinetics 

relations previously described inside Chapter 3. 

In particular, a double Monod kinetic model has been implemented taking 

into account the correction factor described in equation (3.2.7), leading to the 

source term equations for each computational cell i: 
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where the subscripts x, S and DO stand for biomass, substrate and dissolved 

oxygen respectively and α, β, Km, Ks and KDO are the parameters of the model 

determined as described in paragraph 6.3. 

 

4.3.2.5 Time step calculation 

 

The integration of the mass balance equation of the dissolved species needs 

the calculation of the maximum time step that fulfils stability conditions. 

Actually, equation (4.3.1) is of hyperbolic-parabolic type and its hyperbolic 

part., coincident with its convective term, needs a stability condition if an 

explicit numerical scheme is adopted to solve the equation. This means that the 

numerical time step cannot be independent from the space discretization to 

ensure the numerical stability. This condition is the Courant condition and is 

imposed by considering an appropriate CFL number (Courant- Frederick-Levy): 
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s
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∆

∆
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To ensure stability, the CFL number must be everywhere less than 1. The 

calculation of the time step is made by considering the different velocity values 

of the computational domain. Once the maximum length of the edge of the 

computational cell of the concentration grid is determined ∆s, the calculation of 

the velocity module for the whole domain of computation is considered by 

taking the average value of each velocity component for each cell (velocities for 

a staggered grid are defined at the middle point of the faces of the cell). 

Consequently, imposing an appropriate CFL number the related time step 

derives from equation (4.3.22) by considering the maximum module of velocity 

calculated as just described. 

Similarly a stability condition exists also for the diffusive term: 
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Finally, the definitive time step can be calculated as: 
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where ∆tmax is the initial time step imposed as a requested parameter and C is 

the number considered in order to ensure the stability of the diffusive term. 

 

The possibility to consider two different time steps for different portions of 

the computational domain is taken into account. This possibility has been 

considered in order to avoid that a too small time step could affect the 

integration time of the whole computational domain.  
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4.3.3 Initial and boundary conditions for concentrations 

 

The initial conditions represent a crucial point for the evolution of the 

phenomena (e.g. they a strategic role for the determination of the driving force 

for the mass transfer) so, initial value has to be assigned to the computational 

grid for each dissolved species. In particular, the initial condition of saturation 

concentration at the atmospheric pressure (equation (4.3.15)) can be used for 

dissolved oxygen. 

Moreover, different initial values of concentration can be set for the 

calculation. This condition is modelled by imposing a mean value for 

concentration within a confidence interval and calculating for each cell a 

uniformly distributed random value around the mean value. 

 

The numerical method applied requires the assignment of boundary 

conditions for the computational domain. In particular, since the convective 

term of the balance equation (4.3.1) is discretized using a second order upwind 

method, it is necessary to assign values to concentrations beyond the domain for 

an additional two layer of cells on each boundary of the computational domain. 

On each wall of the domain Von Neumann conditions have been imposed (zero 

concentration gradient): the same concentration of the extreme cells of the 

computation domain has been imposed to the cells beyond the boundaries.  

At the inflow boundary a concentration needs to be assigned as a Dirichlet 

condition. In order to allow for the recirculation of the fluid volume that is 

performed by the system adopted, a mean value of the concentration at the 

outlet has been calculated and assigned at the inlet. 
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Chapter 5  

 

 

 

Inputs data for the Eulerian–Lagrangian model: 

liquid flow field and BSD determination 
 

 

 

In Chapter 4 the numerical approach and the structure of the numerical 

model for the prediction of the evolution of species concentration was 

presented. It was highlighted how the basic inputs of the model (in addition to 

the necessary physical parameters) are the liquid velocity flow and the size 

distribution (BSD) of the bubbles injected in the system. 

Inside this chapter the numerical and the experimental techniques used to 

obtain these data are briefly outlined.  

 

5.1 Finite-volume flow simulations  
 

The liquid velocity flow was determined considering the flow to be steady 

and incompressible. Under these assumptions, the velocity field simulation was 

obtained with the CFD code CD-Adapco STAR-CD v3.26, which uses the 

finite-volume (FV) method to solve the RANS (Reynolds Averaged Navier-

Stokes) equations. The SIMPLE (Semi Implicit method for Pressure Linked 
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Equations) solution procedure was adopted, together with an LUD (Linear 

Upwind Difference) 2
nd

-order differentiation scheme for convective terms.  

 

RANS equations are analogous to the N-S equations except for the fact that 

they introduce an apparent stress term, which derives from the averaging 

operation on the main flow variables, velocity u and pressure p. In particular, 

starting from the tensorial formulation of the N-S equations: 
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and introducing the relation: 
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considering that: 
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substituting equation (5.1.2) inside equation (5.1.1) and time-averaging, the 

final RANS equations assume the form: 
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where the last right hand side term of equation (5.1.4) is the spatial derivative of 

the above-quoted apparent stress term, which takes into account the turbulent 

effects.  

Introducing the Boussinesq hypothesis, which relates the turbulent stresses 

with the rate of strain tensor Sij, through the eddy viscosity νt: 
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substituting inside equation (5.1.4) the RANS equations are finally: 
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Several models have been proposed to represent and relate the eddy viscosity 

term to the fluid patterns and properties (e.g. algebraic model, one equation 

model, two-equation model, etc.).  

The determination of the liquid velocity field as input for the E-L numerical 

model has been carried out by testing two types of two-equations turbulence 

models: the standard k-ε and the k-ε RNG (ReNormalization Group) turbulence 

model.  

 

In paragraph 6.2 the efficiency of the eulerian part of the E-L model has 

been tested by evaluating the capacity to simulate the concentration field of a 
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passive scalar transported by a turbulent jet discharging in a co-flow stream. In 

that section a sensitivity analysis has been conducted on the parameters of the k-

ε standard model. For this reason the complete description of the equations that 

lead to the modelling of the turbulent effect inside RANS equations is proposed 

only for the standard k-ε turbulence model. 

 

The k-ε RNG turbulence model demonstrated instead the best agreement 

with laboratory experimental data considered in Chapter 7, confirming the 

results of Jayanti (2001) on the hydrodynamics of jet mixing in vessels. 

 

5.1.1 Standard k-εεεε model equations 

 

Like every two-equation turbulence models, the standard k-ε model (Launder 

and Spalding, 1984) assumes two independent relations to represent the velocity 

and the length scales from which the eddy viscosity is considered to depend. 

Consequently, the modelling of the eddy viscosity is proposed as: 

 

ε
ν µ

2k
cT =  (5.1.7) 

 

In particular, the turbulent kinetic energy k is considered as the turbulence 

intensity marker of the velocity field and it is defined by: 
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while, the turbulence dissipation rate ε is assumed as: 
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and cµ is a constant of the model (see Table 5.1). 

The equation for the kinetic energy is directly derived from the manipulation 

of the RANS and N-S equations, which leads to the relation for k: 

 

εν

δ
ρ

−
∂

∂

∂

∂
+

+













+

∂

∂
−

∂

∂
−=

∂

∂
+

∂

∂

jj

jiij
i

j

i
ji

j

j

x

k

x

uu
pu

xxj

U
uu

x

k
U

t

k '2'
''

''

2

1

 (5.1.10) 

 

where: 

− the first term of the right hand side of equation (5.1.10) represent 

the turbulent kinetic energy production due to the effects of the 

Reynolds stresses on the velocity gradient of the time-averaged 

flow motion. The Boussinesq hypothesis is introduced to solve it; 

− the second term of the right hand side of equation (5.1.10) takes 

into account the transport of the turbulent kinetic energy due to the 

turbulent fluctuations (turbulent diffusion) similarly modelled 

considering Boussinesq hypothesis; 

− the third term of the right hand side of equation (5.1.10) represents 

the viscous diffusion. 

 

The turbulent diffusion is modelled by means of an equation which takes the 

same formal expression of the viscous diffusion by introducing the turbulent 

Prandtl number σk. Rewriting, the equation (5.1.10) becomes: 
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The ε equation can be obtained from the N-S equations but it contains several 

undetermined quantities; it is therefore derived “mimicking” the k equation, as: 
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where, similarly, the first term on the right hand side represents the production 

of the turbulence dissipation rate, the second term takes into account the viscous 

and turbulent diffusion of ε, while the last term represents a sink term of the 

turbulence dissipation rate which must tend to infinity when k tends to zero. 

Three other constants (i.e. σε, cε1 and cε2) are introduced by the ε equation.  

The values of the five main constants of the standard k-ε model are listed in 

Table 5.1. 

 

cµ σk σε cε1 cε2 κ* 

0.09 1.0 1.22 1.44 1.92 0.419 

 

Table 5.1 Values of the constants of the standard k-εεεε turbulence model                 

(k* = von Kàrman constant) 

 

5.2 Experimental velocity measurements 
 

The numerical results were validated by means of experimental 

measurements of the velocity field, obtained through a 3D Acoustic Doppler 

Velocimeter (ADV - Nortek 10 MHz Velocimeter), which measures 

simultaneously the three velocity components.  

The work principle of ADV probe exploits the frequency shift between the 

transmit pulse and the received echo. The frequency of the reflected signal is 

modified by the presence of impurities and scatters within the sampling volume 

(and carried by the flow) so the difference between the emitted and received 

frequency is proportional to the liquid velocity. The device samples the 
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reflected signal at a frequency of 25Hz, within a sampling volume (having a 

height varying from 3 to 9 mm) located about 5 cm below the emitting probe, as 

depicted in Figure 5.1. 

 

The main outputs of the ADV measurement device are the velocity 

components, the Sound to Noise Ratio (SNR) and the Correlation data. The raw 

data have been considered to evaluate the signal quality, to calculate the mean 

value of the velocity and to estimate the turbulent kinetic energy of the flow at 

the measurement positions.  

The SNR parameter is a measure of the signal strength, which has to be high 

enough to limit the noise effects. For this reason the value is considered as a 

quality indicator of the measured data, and the measures are considered reliable 

if the SNR value is above 10-15 dB.  

 

 

 

Figure 5.1 ADV measurement probe: localisation of the sampling volume  

 

The correlation is also considered a quality indicator of the signal as it 

provides the estimation of the auto-variation of the signal received by each 
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beam. The producer recommended value that has to be respected is of 70%, if 

the value is lower the velocity measure may be affected by errors. 

The quality of the signal can be improved by increasing the strength of the 

received signal by adding a seeding material (fine scatters) which increases the 

amount of micro-particles contained within the sampling volume. By doing so, 

only the SNR parameter is improved but no other operational solution can be 

adopted for the correction of poor correlation values. Moreover, low correlation 

values can be induced by high fluctuations of the velocity field, so it can be 

difficult to separate the turbulence effects from signal disturbances which can 

affect the correlation value.  

 

5.3 Signal processing of ADV data 
 

The reliability of the mean velocity measured by ADV has been proved by 

many researchers, but its precision in making measurements of turbulence 

quantities has been often questioned. Voulgaris and Trowbridge (1998) 

highlighted three main sources of errors:  

- sampling errors due to the analogical/digital signal conversion 

unit, related to the velocity range imposed but independent from 

the actual flow velocities;  

- Doppler noise related to the backscatter system, which is related 

to the turbulence and particle scattering, to beam divergence and 

to the finite residence time of the particles in the sampling 

volume;  

- errors due to abrupt velocity gradients (especially where a 

boundary layer is established). These problems suggested that the 

ADV velocity measurements should not be used without an 

adequate post-processing of data. 

 

In particular, Nikora and Goring (1998) presented a post-processing method 

built to isolate and to correct the outlier values of a sample (despiking filter) 

which acts to reduce the Doppler noise that has been identified by Lohrmann et 
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al. (1994) as the first error source in turbulence measurements by ADV. Nikora 

and Goring’s approach has been discussed by other authors, because the relation 

with the flow mean velocity hasn’t been highlighted inside their work. Anyway, 

although the efforts spent to find the relation between Doppler noise and mean 

flow velocity, this link is not yet clear as pointed out by Khorsandi et al. (2009). 

Nevertheless, the post-processing of ADV measurements seems a necessary 

step at least to eliminate the communication errors or the low quality data. For 

these reasons, the ADV velocity measurements have been post-processed by 

means of two different methods which will be presented herein. 

 

5.3.1 Threshold filtering technique (filtering method A) 

 

The first filtering technique implemented for the ADV velocity data has been 

performed by means of an algorithm implemented in Matlab
®
 home-made 

program. 

The filtering process is subdivided into three main steps: 

- velocity signal check, where measurements characterized by 

SNR values lower than 15 dB and correlations under 70 percent 

are rejected; 

- small disturbance removal, where local velocity values are 

removed considering a threshold method based on the 

comparison between the local velocity deviation and the standard 

deviation of the sample of the velocity measurements; 

- low pass filtering, where a Butterworth low-pass filter is applied 

in order to remove high frequency effects (if there are any) and to 

avoid aliasing phenomena in signal reconstruction due to 

inobservance of the Niquist-Shannon theorem. 

 

This technique has been developed along the lines of the method proposed 

by Chanson et al. (2008) even though his work regarded field velocity 

measurements. For this reason an adjustment to the laboratory environment has 

been assessed.  
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After each step, the mean velocity value and an estimation of the turbulent 

kinetic energy (evaluated by means of equation (5.3.1)) has been performed. 
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where, σx, σy and σz are the standard deviations of the x,y, and z velocity 

components of the measurement sample, while k is the corresponding turbulent 

kinetic energy .  

The low-pass Butterworth filter passes the low frequency components of the 

signal but stops those higher than the cutoff frequency imposed. In particular, 

the filter is designed to provide a smooth cut of the signal, since it does not 

completely pass the frequency components lower than the cutoff frequency, nor 

completely stops those higher than the threshold. This effect can be appreciated 

looking at the frequency response function of the filter: 
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( ) N

ci
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/1

1

ΩΩ+
=Ω  (5.3.2) 

 

where: 

H = frequency response function of the Butterworth filter; 

Ω = signal frequency (rad/s); 

Ωc = cutoff frequency (rad/s); 

N = filter order; 

i = imaginary unit. 
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Figure 5.2 Effect of the increase of the filter order 

 

The cutoff frequency separates the pass band and the stop band. An exemple 

of the effect of the filter order is shown inside Figure 5.2, where can be noticed 

how increasing the filter order the frequency response function becomes steeper 

and consequently also the transition from the pass band to the stop band 

becomes steeper too. 

 

5.3.2 Goring and Nikora (2002) despiking method (filtering 

method B) 

 

For the second post-processing method WinADV
®
 v2.028 free software has 

been used, where the Goring and Nikora (2002) phase space threshold method 

is implemented. The method provides the detection of outlier values of each 

measurement sample (spikes) by means of a technique that doesn’t require any 

user-defined parameter (universal threshold) but the estimation of the threshold 

necessary to the detection of nasty values is provided by the estimation of 

statistical parameter of the sample. Their method is based on the concept of the 

three-dimensional phase space plot where the variable (each velocity 

component) and its derivatives are plotted against each other. The evaluated 

threshold is then used to define the minor and the major axis of an ellipsoid 

outside of which lie the spikes (Figure 5.3). 
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Figure 5.3 Spike detection by phase space threshold method                         

(adapted from Goring and Nikora, 2002) 

 

The derivatives are calculated by means of a central finite difference 

scheme, and the detection of spikes continues until a stationary condition is 

reached (zero spikes detected). After the spike is detected its value can be 

replaced by another value estimated by means of several techniques 

(extrapolation by the preceding data point or the two preceding points, overall 

mean of the signal, smoothed estimate, interpolation between the ends of the 

spike). Goring and Nikora carried out a replacement method based on the 

construction of a third order polynomial (built considering twelve points on 

each side of the detected spike) in order to perform the estimation of the missing 

value.  

It must be highlighted as WinADV
®
 software only detects the spikes but 

doesn’t substitute them. 
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In a second phase, the method included the application of the despiking filter 

together with the analysis and elimination of the elements of the sample that 

didn’t respect the quality level on SNR and correlation values (15 dB and 70% 

respectively). 

 

5.4 BSD determination 
 

The last input that has to be determined is the dimensional distribution of the 

bubbles that enter the system (BSD). 

Within the scientific literature several methods and instruments are presented 

for measuring the bubble flow characteristic (BSD and bubble velocity).  

A review of some of these methods is given by Billet (1985): nuclear 

(gamma ray, neutrons), electrical (Coulter counter), acoustical (attenuation, 

Doppler), optical (light scattering, photography, holography, phase detection) to 

whom we can add some other instruments of recent ideation (e.g. phase-

detection conductivity probe, capillary suction probe). 

For the present research activity an optical method has been adopted 

(Chigier, 1991; Laakkonen et al., 2007). In particular, the BSD near the nozzle 

has been obtained by using high resolution digital images (10 Mpixel) of the 

bubble field, by means of a Nikon D80 digital camera equipped with a Nikkor 

18-135 mm objective. Two different methods have been then applied to the 

estimation of the final bubble size distribution. 

 

5.4.1 Circular Hough transform for BSD determination 

 

An image post-processing semi-automatic procedure has been implemented 

using the Image Toolbox included in Matlab
®
 v7.1. Each channel of the 

uncompressed RGB (Red Green and Blue) images acquired were analysed in 

order to evaluate if one channel prevailed over another in terms of image 

quality, but no such difference was highlighted. Consequently the pictures were 

converted into grey scale images. Observing the images of he bubbly cloud it 

can be noticed the difficulty to distinguish between the in focus bubbles and the 
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background, between in focus and out of focus bubbles and between bubbles 

and impurities within the water. The necessity to simultaneously reduce the 

background noise effect and to mark the bubble edge made unsuccessful the 

application of several kinds of filter. For this reason a manual correction of the 

image contrast was performed by tuning a set of parameters for the image 

series. This operation put forward the best condition to the next application of 

the Canny’s algorithm (Gonzalez et al. (2004)) for the edge detection of the 

bubble contours. Another observed condition was that Canny’s algorithm 

seemed to produce better results with inverted images, so this operation was 

done.  

Several steps are nested inside the Canny’s algorithm: the application of a 

smoothing Gaussian filter, which acts to further reduce the image noise; the 

computing of the gradient magnitude of the luminance of pixels along several 

directions; the edge detection by means of suppression of pixels for which the 

calculated gradient is not maximum and through a double threshold method. 

After the Canny’s algorithm application, the images are turned into binary 

images where the detected edges are cluster of white pixels. Most of the bubbles 

into the pictures have a circular shape, for this reason, the circular Hough 

transform (as described by Gonzalez et al., 2004 and Tang, 2008) was then 

applied to recognize the radius and the centre position of circumferences and 

arcs detected by Canny edge detector algorithm. 

The Hough transform performs the localisation of circular shape objects by 

means of calculation of the probability that a certain pixel of the detected edge 

may lie on the chord of a circumference with a defined radius (for further 

explanations about the post-processing method implemented the reader is 

recommended to refer to Raboni (2010)). The Hough transform was 

implemented for the detection of circumferences with radius varying from 5 to 

160 pixels with a step equal to 5 pixels. 
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Figure 5.4 Detail of one of the images used to develop BSD: original (a), after 

enhancement of image contrast (b), after application of Canny’s algorithm (c), 

after application of circular Hough transform (d) and after manual check (e). Red 
circles above the images show bubbles circumferences. 

 

Looking at the output of the Hough transform and considering the original 

pictures, it was noticed how in most cases the real bubble was surrounded by 

others circumferences while some bubble weren’t recognized.  

(a) (b) 

) 

(c) 

) 

(d) 

) 

(e) 

) 



 Experimental and numerical analysis of  

Emanuela Torti                                                                 a confined two-phase turbulent jet system 

 

108 

The last step was a refinement of the final result working on the original 

image, where the bubbles in focus have the characteristic light reflection on 

both the upper and lower part of it. An automatic algorithm, which eliminates 

the internal circles, was implemented and a manual addition of undetected 

bubbles was done.  

An example of application of the implemented image post-processing 

method is shown in Figure 5.1. 

The determination of the final BSD is then obtained by evaluation of a 

scaling factor calculated by measuring the correspondent length in pixels of a 

reference length in meters. This operation was done for each series of pictures 

and an average value of the scaling factor was then calculated. 

 

5.4.2 Manual detection of BSD 

 

The validity of the semi-automatic detection method was checked against a 

size distribution of the bubbly flow obtained through a manual detection 

method. The same original images processed with the just described semi-

automatic method were used to detect the in focus circumferences of the 

bubbles which were directly drawn on the pictures obtaining the position of the 

bubbles and their radius (this method has been developed by means of Matlab
®
 

v7.1 software too).  

This choice was driven by the fact that no other methods to evaluate the 

bubble size distribution were available to validate the results of the circular 

Hough transform.  

The manual determination of the BSD was also performed to verify the 

incidence of effects due to optical aberrations and reflections on the bubble 

surface on the final diameter recognized. To perform this validation, transparent 

crystal glass spheres of different known diameters were used and, once the 

scaling factor were determined, the correspondent diameter was calculated. 

The crystal glass spheres were chosen in order to make the comparison with 

the most similar material with respect to a gas bubble. In particular, the 

presence of the characteristic reflection on the bubble surface observed for the 
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gas bubbles in focus was researched, in order to evaluate its effect on the 

estimation of the bubble diameter. In fact, the presence of the reflection on the 

bubble surface is the most important aspect that leads to the bubble detection. In 

this way, an assessment of the error due to the manual BSD determination was 

obtained. 
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Chapter 6  

 

 

 

Comparison between numerical results and 

literature test cases 
 

 

 

6.1 Introduction 
 

The evaluation of the numerical model described in Chapter 4 has been 

performed by comparison with two literature test cases.  

The first test case regards the prediction of the steady concentration field of a 

passive scalar injected into a system. This test checks only the Eulerian part of 

the model, because the passive scalar is considered as a dissolved species. No 

source term is involved and the time evolution of concentration until a 

stationary condition is reached depends only on the convective and diffusive 

terms of equation (4.3.1). More precisely, the concentration field depends both 

on the steady flow field calculated by the FV simulation and on the integration 

of the concentration equation. To perform this evaluation, the literature case of 

Antoine et al. (2001) has been chosen, in order to collect the necessary 

experimental data for the analysis of the model behaviour. 

The second comparison with experimental data from literature has been 

carried out in order to set the values of parameters of the Monod type kinetic 
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model for heterotrophic biomass, readily biodegradable organic substrate and 

dissolved oxygen. This operation allowed simultaneously the validation of the 

source terms modelled in the complete model (E-L model with several 

dissolved species). 

 

6.2 Turbulent transport of a passive scalar  
 

To validate the model behaviour for the transport of a passive scalar the 

work of Antoine et al. (2001) has been considered. Inside their work, the 

authors investigated experimentally the mass transport within a round turbulent 

jet of water discharging into a low velocity co-flowing water stream.  

The velocity field and the concentration field of an organic dye (rhodamine 

B) were measured. They chose this tracer because it is very soluble in water and 

its fluorescence can be easily induced by the green beam of the laser Doppler 

velocimeter, which they used to evaluate the concentration field through the 

transparent wall of the channel. 

 

The experimental apparatus consisted in a square channel, inside of which, at 

the centre of the reference initial section, a circular jet was placed. A low 

concentration of rhodamine B was initially fed inside the system and then 

recirculated by means of a pump, which simultaneously kept the co-flow 

constant.  

A scheme of the experimental set-up is shown inside Figure 6.1 while the 

main characteristics of the experimental geometry, the boundary conditions 

values of the flow and  of the rhodamine B concentration are listed in Table 6.1. 
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Figure 6.1 Scheme of the experimental apparatus (Antoine et al. (2001)) 

 

Parameter Value 

l, length of the side of the square channel 63 mm 

L, length of the channel 1.5 m 

U1, velocity of the co-flowing stream 0.5 m/s 

d, jet exit diameter 1 mm 

U0, initial jet velocity 10 m/s 

C, initial concentration of rhodamine B 5·10
-6

 mol/l 

measurement region (x direction) x/d = 50 to 140 

 

Table 6.1 Geometry and boundary conditions of experiments 

 

6.2.1 Liquid flow simulation 

 

From the point of view of the numerical model, the first step was the 

validation of the velocity field simulated by means of the FV CFD code (see 

paragraph 5.1) by comparison with the experimental data measured by the 

authors. Even if the problem is evidently axisymmetrical, the entire cross 

section of the channel has been represented in the mesh to allow the 

computation of the flow field. Nevertheless, to limit the computational efforts, 

the length of the model has been limited to the final section located at x/d = 180. 

The inlet boundary conditions of the model has been imposed in accordance 

with the velocity data of Table 6.1 and a pressure condition has been assigned to 
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the entire end section located at x/d = 180. A slip condition has been imposed at 

the channel walls, because they are far enough not to influence the velocity field 

development (as the authors noticed); for the same reason a coarse grid near the 

walls has been maintained. The computing grid has been created starting from 

cells of size 0.002 m x 0.002 m x 0.002 m later refined at the inflow position 

and within the area of interest for comparison with experimental data. The total 

number of cell in set was 715860.  

The computational grid is reported inside Figure 6.2 together with a snapshot 

of the adopted jet exit geometry. 

 

 

 

 

Figure 6.2 Geometry of the computational grid and particular of the jet exit 

modelling 

 

The interpolated value of the velocity components at the centre of each 

computational cell were considered in order to perform the comparison with the 

experimental data. Scaled velocity profiles were considered, with respect to 

both the length scale (x axis) and the velocity scale (y axis of the plot), where 

Um indicates the local centreline longitudinal excess velocity (with respect of 

the co-flowing external stream velocity) and r is the radial distance from the jet 

centre. 
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6.2.1.1 Sensitivity analysis on turbulence model 

 

 In order to evaluate the most suitable turbulence model to represent the 

physical situation., the comparison between the velocity profiles, at several x/d 

locations downstream the jet exit, has been performed considering either the k-ε 

RNG turbulence model and the k-ε standard turbulence model. The radial 

distribution of the normalized longitudinal velocity at x/d = 50 and x/d = 80 of 

the two abovementioned turbulence models is shown in Figure 6.3. 
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Figure 6.3 Radial distribution of the longitudinal velocity at x/d = 50 (a) and x/d = 

80 (b) for the k-εεεε RNG and the standard k-εεεε turbulence models compared with the 

experimental data of Antoine et al. (2001) 

 

The considerable gap provided by the application of the k-ε RNG turbulence 

model compared to the experimental data has led to exclude its use focusing 

instead on the k-ε standard model, which shows a closer agreement (though not 

optimal) with the experimental values of Antoine et al. (2001).  

In order to reproduce as closely as possible the performance of the 

experimental data, a sensitivity analysis was conducted on the coefficients 

required by the k-ε standard turbulence model, with particular attention to the 

coefficients cε1 and cε2 of the turbulence dissipation rate balance equation 

(relation (5.1.12)). 

To this end, both the radial distribution of the mean longitudinal velocity and 

the streamwise variation of the centreline mean longitudinal velocity were 

(a) (b) 
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considered to finally detect the most suitable values of the constants needed for 

the simulation of the literature experiment. 
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Figure 6.4 Radial distribution of the longitudinal velocity at x/d = 50 (a) and x/d = 

80 (b) and streamwise distribution of the centreline longitudinal velocity (c) for the 

extreme values of variation of the constants cεεεε1 and cεεεε2 of the standard k-εεεε 

turbulence model  

 

The comparison between the standard k-ε turbulence model with unmodified 

values of constants cε1 and cε2 (equal to 1.44 and 1.92 respectively) and the 

results obtained with the limits of variation of these constants considered during 

the parameters analysis is proposed in Figure 6.4. It can be noticed that, moving 

downstream, the simulation with parameters cε1 = 1.5 and cε2 = 1.88 ensures a 

most closer description of the radial distribution of the mean longitudinal 

velocity, even if the spreading rate along the x direction of the mean 

longitudinal velocity seems to be lower than the experimental evidence. Several 

simulations were carried out in order to assess the best parameters choice, 

(a) (b) 

(c) 
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considering different combinations of values inside the limits of variation 

highlighted in Figure 6.5.  
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Figure 6.5 Radial distribution of the longitudinal velocity at x/d = 50 (a) and x/d = 

80 (b) and streamwise distribution of the centreline longitudinal velocity (c) for 

several values of variation of the constants cεεεε1 and cεεεε2 of the standard k-εεεε 

turbulence model  

 

The numerical simulation results considering the variation of the constant cε1 

from a minimum value of 1.52 to a maximum value of 1.54, and of the constant 

cε2 from a minimum value of 1.82 to a maximum value of 1.85 are shown in 

Figure 6.5. Analysing the velocity distributions it can be noticed that the 

simulation characterized by cε1 and cε2 values of 1.52 and 1.82 respectively and 

the simulation characterized by cε1 = 1.54 and cε2 = 1.84 behave in a very 

similar way both for the radial and for the streamwise distribution of velocity. 

In particular, it can be seen that the prediction of the spreading rate along the 

longitudinal coordinate is very close with the experimental data. Nevertheless, 

(a) (b) 

(c) 



 Experimental and numerical analysis of  

Emanuela Torti                                                                 a confined two-phase turbulent jet system 

 

118 

the radial profiles seem to move away from the data of Antoine et al. (2001) 

when the location x/d moves downstream the jet exit. 

In order to establish a trade-off between the optimal reproduction of the 

radial velocity distribution and of the streamwise centreline longitudinal 

velocity distribution, the best couple of values for constants cε1 and cε2 has been 

considered to be 1.51 and 1.85 respectively. The results concerning the 

simulation with the considered values for the model parameters are shown in 

Figure 6.8. 
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Figure 6.6 Radial distribution of the longitudinal velocity (x/d = 50 (a); x/d = 80 

(b); x/d = 100 (c)) and streamwise distribution of the centreline longitudinal 

velocity (d) of the definitive simulation;  dashed line = numerical results, symbols = 

experimental data (Antoine et al. (2001)) 

 

A good agreement of the numerical results with the experimental data can be 

noticed regarding the radial distribution of the mean longitudinal velocity. 

Almost the same diffusion rate along the longitudinal direction either for the 

(c) 

(a) 

(d) 

(b) 
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numerical results and the experiments is observed, even though a constant 

overestimation of the U0/Um ratio is established. The most probable reason of 

the discrepancy between the numerical and the experimental data can be 

attributed to a slight shift of the virtual origin of the numerical jet with respect 

to the experimental data. Anyway, this difference does not influence the global 

behaviour since the numerical and experimental results show the same 

diffusivity rate of the jet along x direction. 

 

6.2.2 Simulation of the concentrations field  

 

After the adequacy of the simulated liquid velocity field has been confirmed 

the procedure described in paragraph 4.3 has been applied and the interpolated 

values of velocity, turbulent kinetic energy and turbulence dissipation rate at the 

vertexes of a cartesian grid with cell dimensions of (0.001 m x 0.0005 m x 

0.0005 m) have been calculated.  

To simulate the test case, the interpolated velocity field is the only necessary 

input of the numerical model developed. The calculation of the concentration, 

until steady state condition was reached, was carried out following the 

procedure described in paragraph 4.3 after imposing the appropriate boundary 

conditions. The experimental concentration of dye was imposed at the entrance 

of the jet in the system. The initial concentration in the tank has been set equal 

to 0 and the calculation has been stopped when the passive scalar concentration 

field reached steady-state conditions. 

The radial distribution of the normalised concentration (with respect to the 

maximum concentration at the reference position, Cm) is shown in Figure 6.7. 

The numerical concentration profile is compared with the experimental data at 

x/d = 50 and x/d =100. A slight departure of the numerical results from the 

experimental can be noticed, especially for higher value of x/d. In particular, the 

diffusion rate along radial direction seems to be higher for the experimental jet 

than for the numerical one. It can be seen that the numerical results reach the 

zero value at the boundary while the experimental data do not. However, if the 

same experimental ratio C/Cm at the last r/x position is considered to update the 
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calculated numerical concentration (by multiplying for the maximum centreline 

concentration) the expected agreement between the two series of data is found, 

as the behaviour of the green dashed curves in Figure 6.8 confirms. 
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Figure 6.7 Radial distribution of the concentration at x/d = 50 (a) and x/d = 100 

(b); dashed line = numerical data, symbol = experimental data (Antoine et al. 2001) 

 

 

(a) 

(b) 
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Figure 6.8 Radial distribution of the concentration at x/d = 50 (a), and x/d = 100 

(b); dashed line = numerical data (red = original results, green = scaled results); 

symbol =experimental data (Antoine et al., 2001) 

 

The comparison between the numerical longitudinal profile of the maximum 

concentration at the jet centreline normalised by means of the initial 

concentration C0 and the correspondent experimental one is shown in Figure 

6.9. Differently from the numerical results of the velocity field, a slightly higher 

diffusive rate can be observed in the numerical results. 

This departure of numerical results from experiments is, however, of little 

magnitude and can be justified by the downstream propagation of a little 

diffusive numerical contribution. 

(a) 

(b) 
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Figure 6.9 Streamwise distribution of the centreline longitudinal concentration; 

dashed line = numerical data, symbol =experimental data (Antoine et al., 2001) 

 

Anyway, the global behaviour of the experimental results is well reproduced 

by the numerical procedure (liquid velocity field and numerical model for the 

resolution of the concentration field).  

In conclusion, the results of the methodology applied for predicting the 

concentration field of a passive scalar can be considered satisfactory in relation 

with the purposes of the research activity. 

 

6.3 Modelling the kinetics of biomass growth, substrate 

removal and DO demand 
 

The second situation that has been evaluated with respect to experimental 

data from literature is the capability of the model to reproduce, with the explicit 

method adopted for the time integration of concentration, the evolution of the 

concentration of several species. This represents the first step toward the 

modelling of a multispecies two-phase E-L model. 

 

The structure of the computational model has been therefore modified in 

order to take into account the presence of several dissolved species. It must be 
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observed that if the assumption to consider the species as dissolved is absolutely 

appropriated for dissolved oxygen and organic substrate, while it is not 

definitely true for the biomass. In fact, inside of the bioreactor bacteria grow 

and cluster together and with insoluble solids and eventually they form flocs 

even if the dimension of the individual bacterial cell is only of few microns.  

Despite of this, to consider the biomass as flocs (and consequently to regard 

it as a new population of particles inside the model) has been believed beyond 

the aim and the structure of the developed numerical model. So, also the 

biomass has been considered as a dissolved species. 

 

However, it has been decided not to give up to model a real situation, even if 

the parameters commonly provided in the literature and valid for a real system, 

where, as explained in Chapter 3, there are numerous processes and species 

involved, were not taken into account. For this reason, we preferred to consider 

experimental data in literature related to a simple preliminary approach, where, 

basically, the processes involved deal with the evolution of a single species of 

aerobic microorganisms and the simultaneous degradation of simple organic 

substrates.  

In this regard, the work of Martìn et al. (2009) has been considered as a 

suitable starting point. Inside their work, the authors used “synthetic water” to 

model the progress curves of cell growth, organic matter consumption and 

oxygen demand. Several species of microorganism were considered (Bacillus 

Subtilis, Escherichia Coli and Pseudomonas Putida) by using glutamic acid and 

glucose as organic matter.  

They fitted the experimental curves using both logistic and Monod models 

(see Chapter 3), even though only the parameters of the logistic model were 

determined.  

Among the various tests reported in their work, the test performed with 

Pseudomonas Putida and glucose has been selected for the evaluation of the 

coefficients of the Monod model, which is indicated by the authors as the most 

suitable for the interpretation of experimental data. Endogenous decay was not 

considered to model the new components of the source terms of equation (4.3.1) 
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and (4.3.2). In particular, the relations that have been implemented in the model 

are: 

 

x
SK

S
K

dt

dx
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m

+
=  (6.3.1) 

 

 

x
SK

S
K

dt

dS

S

m

+
α=  (6.3.2) 

 

 

x
SK

S
K

dt

dS

S

m

BOD

+
β=  (6.3.3) 

 

where: 

x = biomass concentration (kg/m³); 

Κm = maximum value of the specific growth rate at saturation concentrations 

of growth-limiting substrate (s
-1

); 

Ks = saturation constant, it corresponds to the substrate concentration at 

which the growth rate is equal to Κm/2 (kg/m³); 

S = glucose concentration (kg/m³); 

SBOD = BOD concentration (evaluated as the difference between initial DO 

and residual at time t) (kg/m³); 

α = unit of substrate consumed to produce one unit of bacterial growth; 

β = unit of DO demanded to produce one unit of bacterial growth. 

 

A regression analysis has been done to evaluate the parameters of equations 

(6.3.1) to (6.3.3) starting from initial concentration values of biomass and 

substrate (x0 and S0) respectively equal to 0.75 mg/l and 8.75 mg/l. 

Two different sets of parameters seem to fit the experimental data with the 

same accuracy, even though the second one gives rise to a behaviour more 
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similar to that reported by the authors. The value of each parameter is reported 

in Table 6.2.  

 

Parameter  Value - test case A Value - test case B 

α 1.8 1.8 

β 1.15 1.15 

Km 0.000025 s
-1

 0.000015 s
-1

 

KS 2.75 mg/l 0.00001 mg/l 

 

Table 6.2 Value of the Monod kinetics parameters  

 

The values of the coefficients α and β was unchanged for the two set of 

parameters, however an appreciable difference regards the value attributed to 

Ks. The value found for the test case A seems more reasonable with respect to its 

physical meaning (substrate concentration at which the biomass growth rate 

reaches the half of its maximum value) and the resulting curves present a 

smoothed transition to the limit condition (stop of the biomass growth due to the 

compete depletion of substrate) as can be noticed in Figure 6.10, while, once the 

substrate is completely assimilated by the biomass, an abrupt variation of the 

trend of the curves happens for the test case B. 

 

As mentioned inside Chapter 3, BOD growth and dissolved oxygen 

consumption are obviously related each other. The dissolved oxygen sink term 

can be deduced from equation (6.3.3) by placing a minus sign to the right hand 

side term. 
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Figure 6.10 Progress curves for bacterial, substrate and BOD concentrations, (a) 

test case A, (b) test case B  (line = numerical results; symbols = experimental data 

from Martìn et al., 2009 green = biomass, red = substrate, blue = BOD) 

 

Finally, it must be considered that in the evaluated experimental situation the 

dissolved oxygen concentration did not fall below the residual threshold of 2 

mg/l. For this reason, the additional term considered in order to take into 

account the limiting effects due to the achievement of low dissolved oxygen 

concentration has not been considered during the parameters evaluation. In fact, 

(a) 

(b) 
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no limit conditions were reached since the final dissolved oxygen concentration 

was of 2.4 mg/l. 

 

Nevertheless, the possibility that dissolved oxygen can become a limiting 

factor for the biomass growth has been considered within the modelling of the 

source terms involving the kinetics of biomass, substrate and dissolved oxygen 

inside the E-L model, as reported in equations (4.3.19) (4.3.20) and (4.3.21). 

The suggested value for the saturation constant KDO for heterotrophic 

bacteria can be assumed to be equal to 0.2 mg/l (ASME model (2000)). 
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Chapter 7  

 

 

 

Application of the E-L model to laboratory test 

cases 
 

 

 

7.1 Introduction 
 

The proposed methodology to the simulation of the evolution over time of 

the dissolved oxygen concentration transferred from a two-phase jet of gaseous 

oxygen and water, has been tested by comparison with laboratory test cases.  

Within this chapter, the experimental set-up adopted, the strategy followed 

for the experimental and numerical determination of the necessary inputs of the 

model and the comparison with experimental measurements of dissolved 

oxygen concentrations during oxygenation test is presented.  

A sensitivity analysis on the key parameters of the numerical model, with 

particular regard to the calculated bubble size distribution and to the adopted 

mass transfer models for modelling the transfer of oxygen from the oxygen 

bubbles to the liquid phase has also been performed. 
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7.2  Experimental set-up  
 

The experimental test were carried out at the laboratory of Hydraulic and 

Environmental Engineering of University of Pavia.  

The laboratory set up consists of a plexiglas rectangular tank which 

represents a scaled model of an oxygenation tank of a wastewater treatment 

plant. The tank is 0.8 m wide (W), 1.8 m long (L) and 0.9 m high (H) and filled 

with tap water. 

The operations of mixing and oxygenation are performed by means of a jet 

system, which recirculates the liquid flow rate sucked in by the pump and 

injected inside the system by means of a feeding duct which ends with a circular 

nozzle. Indeed, three nozzles are placed on the feeding duct, but only one nozzle 

at work has been considered during the research activity. The water height (h) 

inside the tank was maintained to a level of 0.6 m in order to keep the jet steady. 

In fact, Sibilla and Raboni (2008) demonstrated that an exponential relation 

between the water level and the oscillatory response of the liquid flow is 

established. In particular for a ratio W/L = 0.44 the jet can be considered steady 

for a h/W value greater than 0.5. 

 

  

 

Figure 7.1 Scheme of the laboratory experimental apparatus  
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Moreover, to limit the unwanted disturbance induced by the pump suction on 

the fluid flow, a longitudinal plexiglas partitioning wall 1.48 m long has been 

placed inside the tank and the original width has been reduced to 0.6 m. A 

scheme of the experimental apparatus is shown in Figure 7.1 and the main 

properties of the system are summarised inside Table 7.1. 

  

Parameter Value 

D, jet exit diameter 0.0085 m 

U0, initial jet velocity 9.42 m/s 

x0, x coordinate of the centre of the nozzle 0.14 m 

y0, y coordinate of the centre of the nozzle 0.30 m 

z0, z coordinate of the centre of the nozzle 0.086 m 

Qg, gas flow rate  2.4·10
-5

 m
3
/s 

 

Table 7.1 Geometry and boundary conditions of experiments 

 

 The mean velocity of the jet has been determined through an energy balance 

performed between the upstream section and the nozzle exit section. The total 

head owned by the upstream current has been determined by pressure 

measurements using a pressure transducer connected to the pressure plug placed 

at the outer section of the feeding duct. The average measurement error of the 

liquid flow rate has been estimated to 1% (Raboni (2010)). 

The oxygen injection takes place just downstream of the nozzle by means of 

a small plastic needle placed below the jet exit, which release the mean oxygen 

flow rate. At this position liquid and bubbly flow mix together to form a two-

phase flow and a partial breakup of the bubble flow is established. The 

calculated gas volume fraction of the system (equation (2.2.8)) is then equal to 

0.04. 

The same environmental conditions (liquid and gas flow rate, water and 

external temperature) have been maintained during the whole experimental test 

including the bubble detection, the measurement of the dissolved oxygen 

concentration and the velocity measurements. 
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7.3 Determination of the inputs of the E-L model  
 

7.3.1 Liquid flow field determination (case study 1) 

 

The first configuration examined was the lab-tank model described inside 

paragraph 7.2.  

 

Following the procedure described in Chapter 5, the liquid velocity field was 

determined.  

The computational mesh developed was constituted of 959440 hexahedrical 

cells of dimensions of 0.01 m x 0.01 m x 0.01 m in the outer region and more 

refined near the jet exit and the boundaries. The inlet velocity was assumed to 

be constant and uniform. A slip wall condition was used on the free surface, 

while a standard log law for smooth walls was imposed to the velocity at solid 

boundaries; a zero pressure condition was imposed at the outlet. 

The computational mesh with the highlighted boundary conditions is shown 

in Figure 7.2.  

 

 

Figure 7.2 Computational grid with boundary conditions                                            

(yellow vector = jet velocity; orange = zero pressure condition; light blue = slip 

condition at the free surface) 
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The portion of the tank occupied by the pump-nozzle system was simplified 

as a rectangular parallelepiped of length 0.14 m, width 0.32 m and height 0.1 m, 

which was removed from the bottom of the computational grid. Due to the low 

velocities observed in the feeding channel of the pump, the computational mesh 

has been truncated to the coordinate x = 1.3 m. 

 

Several simulations were conducted in order to set the parameters of the 

model and the location of the outlet conditions the closest to the operational 

conditions observed.  

One of the problems involved the imposition of the correct velocity value at 

the nozzle exit section. Unfortunately, the high velocity at the jet exit did not 

allow the use of the ADV to measure the velocity components at the exit but 

only an estimate of the average velocity were carried out (as just mentioned 

inside paragraph 7.2). This fact did not allow to take into account the slight 

misalignment of the jet axis with the x direction. This discrepancy was 

compensated “a posteriori” by adopting as inlet velocity, the vector value which 

gave the best fit in terms of position of the point of maximum velocity in the 

plane jet. In particular, for the final configuration adopted, the following values 

were imposed to the velocity at the inlet: Vx = 9.32 m/s, Vy = 0.19 m/s and Vz = -

0.63 m/s, which means that the jet axis forms with the x axis an angle of 1°10’ 

in the horizontal plane and of 3°50’ in the vertical one. 

 

7.3.1.1 Characterization of the jet behaviour 

 

In order to characterize the jet behaviour, the comparison of the numerical 

velocity field with the experimental data of a circular wall jet with an offset 

from a solid boundary (Davis and Winarto, 1980) has been carried out. 

 

The comparison of the dimensionless profile of the longitudinal velocity in 

the direction perpendicular to the wall is shown in Figure 6.8 (a) where three 

different x/D position are evaluated (x/D = 20, 30 and 50).  
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Figure 7.3 (a) Dimensionless velocity profile perpendicular to the wall, (b) parallel 

to the wall. Numerical results at x/D=20 (ciano diamond marker), x/D = 30 (red 

square marker), x/D = 50 (blue triangular marker) and x/D = 70 (green star 

marker); lines: circular turbulent free jet solutions; experiments (black symbols): 

(a) ×, x/D =4.5;+, x/D =8;λ, x/D =16;□, x/D = 32;○, x/D =48; ∆, x/D =64  

(b) +, h/D =4; ○, h/D =1; ×, h/D =0.5 

 

It can be noticed that for the downstream position nearest to the jet exit the 

velocity profile just above the wall (η < 0) underestimates the experimental data 

(b) 

(a) 
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of Davis and Winarto (1980) and also the analytical solution of a free circular 

jet (continuous and dashed lines).  

 

This behaviour may be due to the presence of the vertical wall placed behind 

the jet exit which interferes with the development of the jet. For x/D = 30 the 

behaviour of the jet is very similar to the experimental and analytical results 

even if an asymmetry of the profile can be observed, while for the greatest value 

of x/D a decrease of the maximum velocity can be noticed for the smallest 

values of η since the impact with the solid wall is near to occur. At this position,  

the dimensionless velocity profile lays below the one of the free jet for the 

highest values of η.   

In Figure 6.8 (b) the comparison of the dimensionless profiles of the 

longitudinal component of velocity parallel to the plane wall is shown at x/D = 

30, 50 and 70. It can be noticed that the behaviour of the jet is quite close to the 

one of the free jet even if a slight decrease of the transversal diffusion rate can 

be observed since the results, especially for η > 0, lie behind the experimental 

and analytical data. 

 

The position ym of maximum longitudinal velocity above the solid wall has 

been calculated for different velocity profiles lying on the vertical that plane 

passes through the nozzle exit and then compared with the experimental values 

already reported in Figure 1.8.  

The clearance value for the laboratory model is h/D = 10.1176. For this 

reason the numerical results are initially placed above the experimental data 

which consider a maximum h/D ratio of 4 (where h is the offset from the solid 

wall) as shown by Figure 7.4.  

The initial position of the point of maximum velocity is maintained for a 

length of ten diameters downstream the nozzle exit, after which a steep decrease 

occurs until the lower part of the jet impacts with the solid boundary layer at 

x/D = 80. The maximum velocity position above the solid wall increase slowly 

owing to the thickening of the boundary layer. 
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A more clear representation of the diminishing of the jet centreline velocity 

moving downstream of the nozzle exit can be appreciated looking at Figure 7.5, 

where the vector velocity plot of the horizontal plane at the nozzle elevation is 

shown. The presence of a recicirculation zone with vertical axis between the 

right side of the jet core and the side wall can be noticed. Moreover, it can be 

seen the impingement of the jet against the frontal wall. 

 

Figure 7.4 Location of the maximum velocity position above the solid wall;  

experimental data (Davis and Winarto, 1980) = black markers and lines (□, h/D = 

0.5; ∆, h/D =1; , h/D= 2; ○, h/D =4); numerical results = red dashed line and red 

square markers 

 

 

Figure 7.5 Case study 1: vector velocity plot (ux and uy) at z = 0.086 m 

V (m/s) 
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7.3.1.2 Validation of the numerical velocity field through experimental velocity 

measurements 

 

The validation of the numerical simulations has been made by comparison 

with experimental velocity measurements carried out using an ADV 

velocimeter (as described in paragraph 5.2).  

The instrument was moved by means of a manual handling system, designed 

during the research activity, which performs the translation of ADV along x,y 

and z directions (Figure 7.6). 

 

 

Figure 7.6 Scheme of the ADV handling system 

 

Considering the reference system shown in Figure 7.1, two velocity profiles 

have been investigated: an horizontal velocity profile located at x = 0.97 m (half 

of the longitudinal length of the tank starting from the jet position) at the same 

elevation of the nozzle (z = 0.086 m) and a vertical velocity profile located at x 

= 0.97 m and aligned with the nozzle center (y = 0.30 m). 

 

For each measure the sampling volume adopted was the largest one (9 mm) 

which should ensure the maximum measurement reliability. During the 

measurement operations, a decrease of the signal quality has been observed 
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when a velocity range different from 100 cm/s was considered. For this reason 

this range has been imposed to every measure, even when the related 

measurement error was equal to 1% of the velocity range for every points. The 

sampling frequency was 25 Hz and the acquisition was performed during a 

period of 10 minutes (15000 measures for each sample at each measurement 

position).  

 

During the measurements, particular attention has been paid to the SNR 

signal, which has been checked to be higher than the threshold limit of 10-15 

dB. The average correlation of the signal has been monitored too, even if no 

particular precautions are applicable to its control. Very good correlation values 

were found for the greatest part of the measurement points (higher than 90%) 

although the mean correlation fell just below the 70% closest to the jet axes.  
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Figure 7.7 SNR and correlation values for the ADV measurements (a) horizontal 

profile (x = 0.97 m, z =0.086 m), (b) vertical profile (x = 0.97 m, y = 0.30 m) 

(a) 

(b) 
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SNR and correlation time-averaged values of each measurement are shown 

in Figure 7.7 

 

The experimental results are compared to the numerical ones for the 

longitudinal component of velocity and for the turbulent kinetic energy at each 

measurement position (Figure 7.8). 

Figure 7.8 shows that the numerical results agree quite well with the 

experimental ones. A slight overestimation of the experimental velocity at the 

jet centreline can be observed, even if it has to be considered that the 

measurement position is characterized by high velocity gradients along the 

vertical direction and, consequently, the disagreement of the numerical results 

has been considered not to affect the reliability of the numerical simulation, 

especially if one pays attention to the uncertainty associated with the resolution 

of the sampling volume.  

Moreover, the asymmetry of the jet behaviour near the lateral walls is rather 

well represented since the left side of the numerical profile (holding the jet 

direction as reference) is shifted backwards with respect to the right one as the 

experimental measurements confirm. 

The turbulent kinetic energy ( )222

2

1
zyxk σσσ ++=  at each measurement 

position has been calculated through the evaluation of the RMS (Root Mean 

Square) deviation of the three measured velocity components (σx, σy and σz).  

 

The comparison between the experimental turbulent kinetic energy and the 

numerical one reveals that the global behaviour is well represented even if the 

numerical values are quite higher than the experimental, especially at the jet 

centreline where the difference between them reaches the 20%.  
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Figure 7.8 Profile parallel to the wall (x = 0.97 m, z = 0.086 m); (a) longitudinal 

velocity, (b) turbulent kinetic energy 

 

This discrepancy could be associated with the fact that, at the centreline, the 

turbulent fluctuations can occur with a frequency higher than the sampling 

frequency of the instruments and, maybe, this can lead to an underestimation of 

the real turbulent kinetic energy of the jet. Actually, the frequency magnitude of 

the largest eddies may be evaluated by the ratio um/δ where δ is the jet half-

width. At the considered axial position, where δ = 0.1 m and um = 0.35 m/s the 

eddy frequency can be estimated to be of order of 3-5 Hz. Although most of the 

turbulence eddy content can be related to these eddies, a small percentage of the 

(a) 

(b) 
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velocity fluctuations may be due to smaller eddies with characteristic frequency 

higher than 25 Hz, which are not detected by the ADV system. 
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Figure 7.9 Profile perpendicular to the wall (x = 0.97 m, z = 0.30 m);                      

(a) longitudinal velocity, (b) turbulent kinetic energy 

 

The comparison between experimental measurements and numerical results 

of the longitudinal velocity profile and the correspondent kinetic energy along z 

direction is shown inside Figure 7.9.  

A good agreement between measurements and corresponding numerical 

results can be seen, although a weak overestimation of the maximum velocity is 

(a) 

(b) 
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present in this case too. The large flow recirculation in the upper part of the 

tank, which is evidenced by the negative velocity values at z > 0.22 m, is well 

reproduced; the profile of turbulent kinetic energy reproduces qualitatively well 

the experimental one, although the predicted values are generally lower than the 

measured ones owing to the previously discussed reasons.  

 

7.3.2 Liquid flow field determination (case study 2) 

 

Starting from the experimental configuration of case study 1, a second 

configuration has been created with the aim of reproducing fluid recirculations 

and low velocity zones, in order to evaluate these effects on the dissolved 

concentration field of oxygen and other species. To obtain this goal, an 

additional partitioning plexiglas wall was positioned transversely, normal to the 

jet axis (Figure 7.10 (a)). The simulations of the fluid flow have been validated 

by experimental velocity measurements in which the signal analysis procedure 

highlighted in section 5.3 was performed.  

 

  

 

Figure 7.10 Case study 2: scheme of the laboratory experimental apparatus  

 

The transversal partitioning wall was a Plexiglas vertical plane 0.01 m thick, 

0.35 m wide and 0.8 m high, placed at x = 0.97 m. A scheme of the lab-model is 

presented inside Figure 7.10. 
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The computational mesh was composed by 979570 hexahedrical cells and 

the same boundary conditions considered for case study 1 have been imposed. 

An example of the resulting velocity field (vector velocity plane at the 

nozzle elevation) is shown inside Figure 7.11. The impact of the jet against the 

transversal partitioning wall and the consequent strong deviation of the jet 

against the lateral side walls can be noticed. The presence of a low velocity 

zone downstream of the transversal wall is evident. Recirculation zones are 

present both upstream of the transversal wall at lateral position with respect to 

the jet development and downstream of the transversal wall (near the right 

lateral wall). 

 

Figure 7.11 Case study 2: vector velocity plot (ux and uy) at z = 0.086 m 

 

7.3.2.1 Validation of the numerical velocity field through experimental velocity 

measurements 

 

The validation of the CFD simulation of the liquid flow has been performed 

by means of the comparison between the numerical velocity profiles and ADV 

velocity measurements.  

The comparison between experimental measurement and numerical results 

concerning an horizontal (x=0.89 m, z=0.086 m) and a vertical (x=0.89 m, 

y=0.30 m) velocity profile of the mean longitudinal velocity are shown inside 

Figure 7.12 and Figure 7.13 respectively, together with the horizontal and 

vertical profile of the turbulent kinetic energy. 

V (m/s) 
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It can be seen that the experimental longitudinal velocity profiles along the 

horizontal and vertical directions are well reproduced by the numerical profiles, 

even if an underestimation of the velocity values closest to the jet axes is 

present for both of them. 
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Figure 7.12 Horizontal profile (x = 0.89 m, z = 0.086 m); (a) longitudinal velocity, 

(b) turbulent kinetic energy 

 

Nevertheless the global behaviour seems to be well reproduced. In 

particular, the presence of the bend on the right end side of the horizontal 

velocity profile is well predicted from the numerical simulation, as well as the 

decrease of the velocity near the side walls which preannounce the presence of 

the recirculation zones already highlighted in Figure 7.11. 

(a) 

(b) 



 

Chapter 7 Application of the E-L model to laboratory test cases  

 

145 

 

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

-0.2 -0.1 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7

ux (m/s)

z
 (

m
)

experimental data

numerical results

 

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09

k (m²/s²)

z
 (

m
)

experimental data

numerical results

 

Figure 7.13 Vertical profile (x = 0.89 m, y = 0.30 m); (a) longitudinal velocity, (b) 

turbulent kinetic energy 

 

The upper part of the vertical profile is very close to the experimental data 

and the presence of the superficial recirculation is detected both from 

measurements and from simulation (negative velocity at z = 0.48 m). An outlier 

experimental data is present at z coordinate equal to 0.01 m, since both the 

velocity and the turbulent kinetic energy values are very different from the 

contiguous ones. 

Similarly to what observed for the turbulent kinetic energy profiles 

investigated in the case study 1, also the turbulent kinetic energy profiles at the 

measurement locations considered in Figure 7.12 and in Figure 7.13 reveal that 

(a) 

(b) 
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the profiles obtained from the experimental velocity measurements are 

considerably lower than those resulting from the numerical simulation. The 

probable explanation of this mismatch will be presented during the analysis of 

the effects produced by the velocity ADV signal processing. 

 

7.3.2.2 Signal processing of ADV velocity data 

 

The signal processing methods described in section 5.3, have been adopted 

to evaluate the effect of low SNR and correlation values on the measured 

velocity and on the corresponding kinetic energy, calculated by means of 

equation (5.3.1). In particular, the results regarding the horizontal longitudinal 

velocity profile at x = 0.89 m, z = 0.086 m and the vertical velocity profile at x 

= 0.89 m, y = 0.30 m are considered. 

 

When evaluating the signal quality of the two series of experimental data, 

not only the mean representative value of SNR and correlation of the sample 

has been considered but also the local value associated with every sampling at 

25 Hz. 

Actually, the global behaviour of the measured data respects the threshold 

limits on SNR (15 dB) and on correlation (70%) almost everywhere (a mean 

correlation value equal to 69.5 % has been observed at the position closest with 

the jet axis) but this is not always true when the value of each measured data is 

considered. 

 

The comparison among numerical results, original measured data and post-

processed data, considering the filtering method A (corresponding to the 

procedure delineated in section 5.3.1) and the filtering method B (corresponding 

to the procedure delineated in section 5.3.2) for the horizontal and vertical 

longitudinal reference profiles are shown in Figure 7.14 and Figure 7.15. 
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Figure 7.14 Signal filtering methods applied to the horizontal profile                       

(x = 0.89 m, z = 0.086 m); (a) longitudinal velocity, (b) turbulent kinetic energy 

 

Considering the results of the applied filtering methods, it can be noticed 

that, for both the filtering methods A and B, the elimination of under-quality 

velocity values due to low SNR and correlation (SNR-Cor filter), determines the 

decrease of the greatest velocity values. 

 

About filtering method A, one can also note that a further slight reduction of 

the velocity mean values is due to the application of the filter based on the 

threshold method while the low-pass filter provides coincident results with the 

previous filtering step. 

However, the outcome of the signal filtering methods is certainly more 

severe if one examines the turbulent kinetic energy profile where it can be seen 

that the numerical profile already overestimates the unfiltered one and that the 

(a) 

(a) 

(b) 

(b) 
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subsequent filtering steps, both for method A and B, lead to a greater reduction 

in the calculated values. 
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Figure 7.15 Signal filtering methods applied to the vertical profile (x = 0.89 m, y = 

0.30 m); (a) longitudinal velocity, (b) turbulent kinetic energy 

 

In particular, it can be noticed that the low-pass filter (in filtering method A) 

causes a remarkable reduction of the values of turbulent kinetic energy.  

This result probably goes in the direction of the assumptions previously set 

out in commenting on the comparisons between experimental and numerical 

profiles of turbulent kinetic energy for case study 1. In fact, some doubts still 

arise about the adequacy of the ADV measurement frequency to assess the 

intensity of the local turbulence of the flow. The fact that the low-pass filter 

causes an important reduction in the significant value of the corresponding 

turbulent kinetic energy highlights the probable inadequacy of the sampling 

(a) 

(a) 

(b) 

(b) 
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frequency of the instrument for the reconstruction of the intensity of turbulent 

fluctuations that take place at the higher velocities, for which the major 

fluctuations in the correlation values are also recorded. This fact seems to find a 

confirmation when examining the results of the application of the low pass filter 

with a cutoff frequency equal to the half of the velocimeter sampling frequency 

(i.e 12.5 Hz) directly on the original experimental data.  The horizontal kinetic 

energy profile at x=0.89 m and z=0.086 m showing the comparison between the 

values calculated from the raw signal and the calculated values after the filtering 

is given in Figure 7.16. 

Even when considering the low-pass filter alone, a considerable decrease of 

the turbulent kinetic energy can be noticed, especially for the measurement 

points closest to the jet axis. 
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Figure 7.16 Turbulent kinetic energy horizontal profile(x=0.89 m, z=0.086 m) of 

unfiltered and low-pass filtered experimental data  

 

In conclusion, it is not straightforward to determine what is the most suitable 

method for the signal processing and whether filtering out the SNR and 

correlation nasty values can be the best choice for the laboratory conditions here 

investigated. However, the obtained longitudinal mean velocity profiles show 

that the application of strict filters (SNR, correlation, threshold filter) does not 

result in an excessive variation of the average velocity. Consequently the 
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measuring instrument can be considered adequate for the estimation of the 

average velocity.  

The comparison with velocity measurements at higher sampling frequency 

(e.g. 100 Hz) would be useful to draw more convincing conclusion about the 

behaviour of ADV in the determination of turbulent kinetic energy profiles. 

Therefore, the numerical results were considered satisfactory compared with 

the experimental measurements, and the CFD velocity field was considered 

suitable to be used as input for the E-L model applied to the case study 2. 

 

7.3.3 BSD determination 

 

As mentioned in paragraph 5.4, an optical method was adopted to 

reconstruct the bubble size distribution. 

The experimental set-up built to achieve the best operational conditions was 

determined after some preliminary tests. In order to achieve the best lighting 

conditions necessary to improve the image quality, 4 cold lights (500 W) placed 

above the tank and 2 neon lamps placed below the transparent bottom of the 

tank were used, ensuring a uniform light field and the best contrast level 

between the bubble contours and the background.  

 

 

Figure 7.17 Lighting condition of the experimental setup for BSD determination 
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This arrangement was different from the procedure identified by other 

authors (Chigier, 1991; Honkanen, 2003) who consider the backlighting as the 

most proper illumination set-up. Unfortunately this configuration was shown to 

be unsatisfactory for the present experimental operational arrangement because 

raising of optical disturbance due to the light reflection on the wall of the tank 

occurred. 

 

Bubble images were obtained by placing the digital camera at position x/D = 

80, where the bubbly flow is well established and the velocity of the flow is just 

low enough to allow one to obtain clear snapshot of the bubbles motion. 

Eighteen images were taken at three different xz vertical planes: one passing 

through the axis of the turbulent jet (y=0.300 m) and other two at y=0.280 m 

and y=0.260 m.. These pictures, of mean size equal to 142x95 mm, illustrate 

only one half of the injected bubble flow but, assuming the bubble flow to be 

symmetric with respect to the xz plane passing through the axis of the turbulent 

jet, they are sufficient to describe the BSD of the entire bubble field. Moreover, 

varying the aperture values a Depth of Field (DOF) equal to 0.02 m was 

ensured. Exposure time between 1/800 and 1/2000 s was imposed and the 

sensibility of the CCD sensor was kept constant to 1600 ISO for each image. 

 

7.3.3.1 BSD from manual detection 

 

The first step that has characterized the determination of the bubble size 

distribution by manual detection has been the refinement of the method 

developed for the determination of the scaling factor necessary to convert the 

bubble size from pixels to millimetres. In particular, the extension of the depth 

of field was determined by evaluating the minimum and maximum distance of 

the in-focus test images, which have revealed that a DOF of 0.02 m is 

established. Moreover, it has been observed that this length extends 0.16 m 

behind the plane of focus and 0.04 m in front of it. Three different scaling factor 

were evaluated (for the plane of focus and for the two planes placed at the limit 

position of the in-focus region) and an average scaling factor were determined. 
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The influence of the optical disturbance due to the light reflection by the 

bubble surface was then evaluated. For the reason described inside paragraph 

5.4.2, four different transparent crystal glass (soda-lime glass) spheres of 

diameter ranging from 1 to 4 mm were adopted in order to best simulate the 

characteristics of a gas bubble. The manufacturing of the product ensured a 

precision of ±0.01 mm of the sphere size. Appling the determined scaling factor 

(SF) to the detected diameter in pixel (Dpx) of in focus sphere images (Figure 

7.18) and knowing the real sphere diameter (Ds) the error associated with the 

detection of each sphere (∆D%)has been found. The related results are listed in 

Table 7.2. 

 

Table 7.2 shows that the greater detection error concerns the smaller 

bubbles; however, the magnitude of the error can be considered acceptable and 

therefore the optical detection method has been considered to be suitable for the 

determination of BSD as the input of the numerical model. 

 

 

Figure 7.18 Crystal glass spheres used in order to validate the bubble detection 

method 
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Ds (mm) Dpx (px) SF (mm/px) Dm (mm) ∆D (mm) ∆D% (%) 

1.00±0.01 24 0.0392 0.941 -0.059 -6% 

2.00±0.01 51.8 0.0392 2.030 0.030 2% 

3.00±0.01 78.5 0.0392 3.077 0.077 3% 

4.00±0.01 105 0.0392 4.115 0.115 3% 

 

Table 7.2 Parameters of conversion of the sphere diameter from pixel to mm and 

related detection errors. 

  

7.3.3.2 BSD from circular Hough transform 

 

Adopting the semi-automatic method described in paragraph 5.4.1 to post-

process the eighteen digital images, the BSD distribution describing the volume 

percentage p associated with each dimensional class d was calculated (as 

depicted inside Figure 7.19). A total number of 7009 bubbles was detected, with 

diameters ranging from 0.15 to 6 mm. The bubble mean diameter of the 

distribution dmean (weighted mean diameter on the percentage volume of each 

dimensional class) has been found equal to 2.48 mm, while the standard 

deviation dsd is 0.93 m. 
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Figure 7.19 BSD derived from the application of the circular Hough transform 

compared with the correspondent Gaussian distribution 
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The statistical analysis of the distribution compared with the confidence 

intervals (3-sigma rule) of the Gaussian probability distribution is summarised 

in Table 7.3. 

 

 dmean±dsd (%) dmean±2dsd (%) dmean±3dsd (%) 

BSD_Hough 75.7 96.9 99.2 

Gaussian distribution 68.3 95.5 99.7 

 

Table 7.3 Comparison of the BSD distribution derived from the application of the 

Hough transform with a Gaussian distribution 

 

In order to limit the number of the dimensional classes given as input to the 

E-L model, a manipulation on the total number of the dimensional classes 

detected has been performed. A grouping procedure has been adopted by 

calculating a mean diameter of the dimensional classes added together until that 

their volume percentage did not reach the 5%. A definitive number of 18 classes 

of bubble with different diameters were considered. 

 

The BSD derived from the manual detection method is instead shown inside 

Figure 7.20. The total number of bubbles recognized has been 6657 belonging 

to 346 different dimensional classes. The weighted mean diameter on the 

percentage volume of each dimensional class dmean (equal to 2.28 mm) and the 

standard deviation of the sample dsd (equal to 0.88 mm) have been used to 

calculate the confidence intervals dmean±αdsd (with α ranging from 1 to 3). The 

comparison of the calculated values with the characteristics confidence intervals 

of a Gaussian distribution is reported inside Table 7.4. 
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Figure 7.20 BSD derived from the application of the manual detection method 

compared with the correspondent Gaussian distribution  

 

 dmean±dsd (%) dmean±2dsd (%) dmean±3dsd (%) 

BSD 77.8 97.7 98.4 

Gaussian distribution 68.3 95.5 99.7 

  

Table 7.4 Comparison of the BSD distribution derived from the manual detection 

method with a Gaussian distribution 

 

The detected BSD has been elaborated in order to obtain a size distribution 

suitable to be used as input for the numerical model. To this end, the Sauter 

mean diameter (dSauter) of the distribution has been firstly calculated. The Sauter 

mean diameter is a representative diameter often used to characterize the size 

distribution, calculated through the relation:  
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where N is the total number of bubbles. 

 

The Sauter mean diameter (d_Sauter) was considered a reference diameter for 

the subdivision of the bubble distribution on logarithmic basis. Ten dimensional 

classes in the range dmin-d_Sauter (dmin = minimum diameter of the bubble size 

distribution)and ten classes in the range d_Sauter-dmax (dmax = maximum diameter 

of the bubble size distribution) were calculated. The volume percentage p of 

bubbles that fall between the extremes and a mean diameter for each designed 

interval were determined. The only exception made concerned the dimensional 

class with the larger diameter, inside which a single bubble fell. For this reason, 

the diameter of the greatest measured bubble has been directly attributed to the 

last interval. In addition, no bubbles belonging to the nineteen dimensional class 

were found. 

 

The final bubble size distribution obtained and used as input for the 

numerical model is shown in Figure 7.21. 
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Figure 7.21 Final BSD used as input of the E–L model  

 

A comparison between the characteristic dimensional distribution of bubbles 

obtained from the manual detection method (BSD) and the bubble size 

 



 

Chapter 7 Application of the E-L model to laboratory test cases  

 

157 

distribution obtained from the semi-automatic detection method (BSD_Hough) 

is given in Figure 7.22 
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Figure 7.22 Comparison between the final BSD obtained through the manual 

detection method (BSD) and the BSD obtained by means of the semi-automatic 

method (BSD_Hough) 

 

7.4 Dissolved oxygen measurements 
 

In order to perform the validation of the developed E-L model, experimental 

measurements of dissolved oxygen concentration were carried out during 

laboratory oxygenation tests. 

 

The oxygenation has been carried out until the equilibrium conditions in the 

tank were reached. After a period of 8000 seconds the concentrations inside the 

tank were very near the equilibrium value, but the concentration field during the 

oxygenation test has been monitored studied for a longer time (about 6 hours for 

the case study and 4 hours for the case study 2). 
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A deoxygenation of the oversaturated liquid volume has been followed too, 

in order to obtain the needed number of points for the calculation of the overall 

mass transfer coefficient (kla) as described in section 4.3.2.4.2. During the 

deoxygenation test the mixing system has been kept working. 

During the test run, the same gas flow rate and the same operating conditions 

of the jet-pump system that characterized the earlier experimental stages were 

kept.  

At the same time with the measurement of dissolved oxygen concentration, 

the temperature inside the tank has been monitored. An average temperature of 

20° C was recorded during the oxygenation test of case study 1, while a mean 

temperature of 25° C characterized the case study 2. 

 

The dissolved oxygen concentration measurement was performed by means 

of a portable galvanic dissolved oxygen meter (Oxi 330/SET), whose operating 

principle is based on redox reactions that involve an electrolytic solution were a 

pair of electrode are located. Electrode and controlectrode are separated from 

the sample by means of a gas-permeable membrane. The working electrode 

reduces the oxygen molecules to hydroxide developing an electrical current that 

flows from the working electrode to the controelectrode. The intensity of the 

produced signal is proportional to the dissolved oxygen concentration in the 

sample.  

The measurement error within the operational measurement range is 

estimated as the 0.5% of the measured DO concentration value. 

 

Several points inside the tank were monitored during the experimental 

procedure. The localisation of the monitoring points of case study 1 is shown in 

Figure 7.23. 

An example of the oxygenation and deoxygentaion curves obtained for the 

monitoring points 6 and 4 is shown in Figure 7.24.  
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Point Position (x,y,z) (m) 

1 0.4,0.1,0.3 

2 0.4,0.5,0.3 

3 0.9,0.3,0.2 

4 0.9,0.3,0.5 

5 1.4,0.1,0.1 

6 1.4,0.1,0.3 

7 1.4,0.1,0.4 

8 1.4,0.5,0.1 

9 1.4,0.5,0.3 
 

 

Figure 7.23 Localisation of the DO measurement points for case study 1 
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Figure 7.24 Oxygenation and deoxygenation curves for case study 1; 

 (a) Point 6, (b) Point 4 

 

The point 6 is located far downstream the jet nozzle within a lateral region 

slightly interested by the bubbly flow and characterized by lower velocities if 

compared with point 4, located instead inside a zone directly involved by the 

bubbly flow and characterized by higher velocity. The different position 

occupied by the measurement points can be noticed looking at the greater 

variability of the dissolved oxygen measures in correspondence of the point 4, 

while the point 6 shows a more uniform trend. The oscillation of the 

(a)    (b) 
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experimental measurements observed at point 4 it is possibly due to the fact that 

some bubbles remain on the membrane of the dissolved oxygen meter leading 

to an inaccurate final measured value. 

 

In order to minimize the interference of the measuring procedure on the 

dissolved oxygen concentration field, only three measurement positions were 

considered for the case study 2. The location of the measurement points is listed 

in Figure 7.25. In Figure 7.26 the oxygenation and deoxygenation curves 

relative to the measurement points 1b and 3b are depicted. It can be noticed that 

the final equilibrium concentration reached at point 1b (downstream the 

transversal baffle) is only slightly lower than that upstream the partitioning 

wall. 

 

Point Position (x,y,z) (m) 

1b 1.12,0.45,0.15 

2b 0.65,0.45,0.45 

3b 0.65,0.15,0.15 
 

 

Figure 7.25 Localisation of the DO measurement points for case study 2 
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Figure 7.26 Oxygenation and deoxygenation curves for case study 2; 

 (a) Point 1b, (b) Point 3b 

 

(a) (b) 
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7.5 Discussion of the results 
 

The ability of the developed numerical model to describe the DO 

concentration evolution in time is evaluated by simulating the described 

laboratory test cases. The liquid velocity field determined as described in 

paragraph 7.3.1 and 7.3.2, for the case study 1 and 2 respectively, and the BSD 

determined as proposed in paragraph 7.3.3.1 are used as input for the E-L 

model. The final results are then compared with the DO measurements at some 

of the points individuated inside paragraph 7.4.  

The computational domain of the E-L model of each case study has been 

considered as a parallelepiped of dimension 1.66 m x 0.6 m x 0.6 m, hence the 

part of the tank behind the jet nozzle has been truncated. The size of the cells of 

the computational grid for the dissolved oxygen concentration has been set 

equal to the one of the computational grid for bubble dynamics (0.01 m x 0.01 

m x 0.01 m) 

 

7.5.1 Numerical simulation of DO concentration: case study 1 

 

A snapshot of the bubble motion inside the tank of case study 1 after few 

seconds of calculation is shown in Figure 7.27. It can be observed that, 

consistently with observations, the bubbles with larger diameters move upwards 

just downstream the nozzle exit, while the smaller are transported by the liquid 

flow. 

 

Figure 7.27 Snapshot of bubble motion and of the DO concentration at the nozzle 

elevation 

 

DO conc (mg/l) 
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During the evaluation of the numerical results regarding the case study 1, 

two main aspects were identified as the most significant to affect the expected 

results: the transfer model implemented to represent the source term concerning 

the mass transfer from the bubbles to the liquid phase and the BSD provided as 

input. For this reason, for the case study 1 a sensitivity analysis has been 

conducted on them.  

 

The influence on the dissolved oxygen concentration of the uncertainty in 

the determination of the gas flow rate and on the refinement of the 

computational grid for the numerical solution of the concentration equation 

have been also evaluated. 

 

7.5.1.1 Sensitivity analysis on mass transfer model 

 

The influence of the model adopted to describe the mass transfer from the 

bubble to the surrounding liquid has been evaluated by implementing eight 

different relations for the mass transfer coefficient (kL) of equation (4.3.10). A 

detailed description of the relations used is reported in the following. 

The influence of each model adopted on the predicted dissolved oxygen 

concentration evolution in time is considered either for the monitoring points 4 

and 6.  

The discussion and comparison between the results are intended to highlight 

both the differences arising from the application of the mass transfer models 

which are distant from a conceptual point of view and the differences and 

variations which derive by adopting the same kind of mass transfer model. 

 

- Transfer model 1: Ahmed and Semmens + Higbie (tm1) 

 

The mass transfer model has been evaluated considering two different 

transfer models based on the “slip velocity models” as described in paragraph 

2.1.2.4. In particular, the relation (2.1.27) proposed by Ahmed and Semmens 

(2003) has been used for bubbles with diameter lower than 1.5 mm, while the 
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standard Higbie’s theory (2.1.23) has been applied to gas bubbles having 

diameter higher than 1.5 mm, for which the exposure time, te, has been 

evaluated considering the rise velocity of the bubble V as te =d/V 

 

The threshold on the bubble diameter has been selected after the evaluation 

of some simulation results and considering that, as discussed in paragraph 

2.1.2.4, the diameter from which a bubble stops to behave as one with a mobile 

surface and begins to behave like a rigid sphere is not of easy determination, but 

depends on the concentration of contaminants within the water. 

 

- Transfer model 2: Eddy model c=0.72 (tm2) 

 

The mass transfer model implemented belongs to the “eddy models” since 

the relation used to define the mass transfer coefficient, kl, considers the 

equation (2.1.25). The value 0.72 has been considered for the coefficient c. This 

value appears to be reasonable since it falls within the range of values given in 

the literature (1.12 – 0.4) as previously discussed in paragraph 2.1.2.4. 

 

- Transfer model 3: Higbie model (tm3) 

 

The mass transfer coefficient implemented in the code has been calculated 

using the relation given by Higbie’s penetration theory (equation (2.1.23)) in its 

classical formulation, where the exposure time of the bubble, te, has been 

evaluated as the ratio between the bubble diameter and the bubble rise velocity. 

So each bubble has been considered as having a mobile surface and no 

differentiation has been made for bubbles with small diameter. 

 

- Transfer model 4: Eddy model (Prasher and Wills) (tm4) 

 

The mass transfer coefficient has been evaluated by means of equation 

(2.1.25) but, differently from transfer model tm2, the value attributed to the 
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constant c was the value identified by Prasher and Wills (1973) for a stirred tank 

reactor (c = 0.592). 

 

- Transfer model 5: Eddy model c=0.72/Higbie (tm5) 

 

The mass transfer coefficient has been evaluated considering the exposure 

time te as the minimum value between the exposure time indicated by Higbie 

himself (the ratio between the bubble diameter and the bubble rise velocity) and 

the exposure time of a “eddy model” (the square root of the ratio between the 

kinematic viscosity of the liquid and the turbulence dissipation rate). 

If the resulting minimum value was corresponding to the standard Higbie’s 

relation, the equation (2.1.23) was then applied, otherwise relation (2.1.25) was 

considered, taking into account a value of 0.72 for the coefficient c.  

  

- Transfer model 6: Motarjemi and Jameson + Higbie (tm6) 

 

Two different relations were adopted to describe the mass transfer 

coefficient depending on the bubble diameter. For bubbles having diameter 

lower than 2 mm an interpolating relation was used, which has been evaluated 

by considering the experimental results reported by Motarjemi and Jameson 

(1978) and shown inside Figure 2.5. For bubbles with diameter greater than 2 

mm the standard Higbie penetration theory was adopted. 

The threshold value of 2 mm has been chosen by observing the behaviour of 

the experimental data reported in Figure 2.5, where a change in the trend of the 

experimental data can be noticed for a bubble diameter equal to 2 mm. 

 

- Transfer model 7: Frossling + Higbie (tm7) 

 

The mass transfer coefficient has been evaluated with the Frossling relation 

(equation (2.1.26)) for bubbles having diameter lower than 1.5 mm and with the 

standard Higbie’s penetration theory for bubbles with diameter greater than 1.5 

mm.  
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This transfer model was selected in order to allow a comparison with the tm1 

model and then to evaluate the effect of using the classical relation of Frossling 

(1938) than the one recently proposed by Ahmed and Semmens (2003). 

 

- Transfer model 8: Eddy model c=0.72 + Frossling + Higbie 

(tm8) 

 

The mass transfer coefficient has been evaluated by imposing a threshold 

value on the turbulent dissipation rate of the flow rather than the threshold value 

imposed on the bubble diameter used for tm1, tm6 and tm7 model. 

In particular, if the turbulent dissipation rate of the computational cell 

occupied by the bubble is higher than 0.1 m²/s³ the relation (2.1.25) was applied 

imposing c = 0.72, otherwise the transfer model tm7 was considered to perform 

the calculation of the mass transfer coefficient. 

The threshold value on the turbulent dissipation rate has been selected after 

some analysis and considering the concluding remarks of Alves et al. (2006) 

discussed inside paragraph 2.1.2.4. 

 

The comparison between the simulation results obtained by considering the 

mass transfer model from the oxygen bubbles as calculated by means of the 

Higbie standard penetration theory (tm3) and the results concerning the 

implementation of the eddy cell model as proposed by Prasher and Wills (1973) 

(tm4) is shown in Figure 7.28.  
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Figure 7.28 Sensitivity analysis on mass transfer model: comparison between DO 

measurements (diamond markers) and numerical results relative to tm3 and tm4 

models (continuous line), (a) Point 6, (b) Point 4 

 

It can be noticed that none of them is able to predict the behaviour of the 

experiments sufficiently well. The classical Higbie’s penetration model without 

any differentiation in the treatment of bubbles of small size leads to a clear 

overestimation of the measurements, while tm4 model which involves the 

turbulence dissipation rate of the liquid flow to calculate the bubble exposure 

(a) 

(b) 
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time leads to an underestimation of the amount of oxygen transferred from the 

bubbles to the surrounding liquid. 

 

The effects on the evolution of the dissolved oxygen concentration due to the 

adoption of different mass transfer models which consider a differentiation 

based on the diameter owned by the bubbles for the calculation of the mass 

transfer coefficient are shown in Figure 7.29. First, it can be noted that the 

comparison with the original model of Higbie reveals that a significant 

improvement in the prediction of the experimental results is introduced for any 

considered transfer model with a threshold on bubble diameter. 

In particular, the mass transfer model based on Ahmed and Semmens 

relation for bubbles smaller than 1.5 mm (tm1) leads to the nearest estimation of 

the dissolved oxygen measurements, especially for the monitoring point located 

far downstream the jet exit (Point 6). Using the Frossling relation instead of the 

Ahmed and Semmens one (tm7) no such relevant variation on the total amount 

of the transferred oxygen can be noticed, even if the tm7 model leads to a little 

increase of the dissolved oxygen contents inside the tank. The mass transfer 

model based on the relation determined by the interpolation of the experimental 

data of Motarjemi and Jameson for bubbles lower than 2 mm, leads to an 

overestimation of the oxygen transferred into the system. 

 

It can be observed that the imposition of a lower threshold value on the 

bubble diameter leads generally to an increase of the oxygen transferred from 

the bubbles to the surrounding liquid phase. Actually, this effect is the results of 

two interrelated issues. The first one concerns with the fact that the mass 

transfer coefficient predicted by the Higbie model (or more generally a model 

for bubbles with mobile surface) is greater than the one calculated by means of 

a mass transfer relation for bubbles with rigid surface, hence the global oxygen 

transfer is higher. The second issue regards the fact that the smallest bubbles 

persist inside the system for a longer period of time and so does the transfer of 

oxygen from them. This phenomena will be highlighted more deeply inside the 

following section 7.5.1.2. 
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Figure 7.29 Sensitivity analysis on mass transfer model: comparison between DO 

measurements (diamond markers) and numerical results relative to tm1, tm3, tm6 

and tm7 models (continuous line), (a) Point 6, (b) Point 4 

 

The comparison between the two “eddy models” considered for the 

sensitivity analysis (i.e. tm2 and tm4 models) is proposed inside Figure 7.30. It 

can be noticed that the mass transfer model characterized by the higher value of 

the coefficient c of equation (2.1.25) describes best the trend of the 

experimental data.  

 

(a) 

(b) 
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Figure 7.30 Sensitivity analysis on mass transfer model: comparison between DO 

measurements (diamond markers) and numerical results relative to tm2 and tm4 

models (continuous line), (a) Point 6, (b) Point 4 

 

This result indirectly highlights that if the value 1.13 is attributed to c, the 

resulting curves will overestimate the DO concentrations reached in the system. 

So, by considering the standard Higbie model where the exposure time is 

calculated as proposed by the eddy type models, it leads to an incorrect 

prediction of the oxygen concentration evolution. 

(a) 

(b) 
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Considering the mass transfer models implemented in the code, it can be 

noticed that tm1 and tm2 models seem the most adequate to evaluate the 

dissolved oxygen concentration inside the tank, especially for the measurement 

point 6, while for the monitoring point 4 also the tm7 transfer model presents a 

good agreement with the experimental measurements. 

 

The fact that two conceptually different mass transfer models both lead to 

satisfactory results (tm1 and tm2 models) has been further investigated. 

In the first instance, the inaccuracy made in considering a transfer model that 

evaluates the exposure time of the bubble as the lesser between the time 

provided by the classical theory of Higbie and the one based only on the 

characteristics of turbulent flow field (tm5) has been assessed. The result has 

been completely unsatisfactory, as it yielded the maximum overestimation of 

the dissolved oxygen concentration among all the mass transfer models 

considered.  

Considering the work of Alves et al. (2006), and having already seen how 

the use of Higbie’s model (tm3) leads to an overestimation of the mass transfer, 

the possibility of identifying a threshold such that the characteristics of the flow 

field begin to prevail on the characteristics of the transfer based on the 

dimensional characteristics of the bubbles has been researched (tm8). 

 

The comparison among the mass transfer model tm2, tm5 and tm8 is shown 

in Figure 7.31. The research of this "limit" value would probably require further 

investigation by the experimental point of view.  

In fact, considering a threshold on the turbulence dissipation rate slightly 

higher than that indicated by the authors (Alves et al., 2006), an overestimation 

of the oxygen mass transfer in the tank still occurs. The individuation of the 

separation value is complicated by the fact that with a lower threshold value, the 

percentage of computational cells for which the kl coefficient depends on the 

turbulent dissipation rate increases, consequently the corresponding exposure 

time is higher, but the dissolved oxygen concentration may be higher, due to the 
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fact that the transfer is also influenced by the number and the dimension of the 

bubbles that occupy a given cell. 
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Figure 7.31 Sensitivity analysis on mass transfer model: comparison between DO 

measurements (diamond markers) and numerical results relative to tm2, tm5 and 

tm8 models (continuous line), (a) Point 6, (b) Point 4 
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7.5.1.2 Sensitivity analysis on BSD and bubble mean diameter 

 

The effects of the bubble size distribution given as input to the E-L 

numerical model have been evaluated by means of a sensitivity analysis carried 

out by comparing the results obtained using the BSD distribution calculated in 

section 7.3.3.1 considering the mass transfer models tm1 and tm2 (section 

7.5.1.1) with five different dimensional distributions of bubbles. A description 

of each BSD distribution adopted is given in the following. 

 

- Mean diameter weighted on the bubble volume percentage 

(d_mean) 

 

A BSD distribution constituted of a single dimensional class with the mean 

diameter dmean: 

 

∑
=

=
N

i
iimean dpd

1

 (7.5.1) 

 

has been considered, where di is the diameter of the i-th bubble of the 

distribution, pi is its volume fraction and N is the total number of bubbles. The 

value of dmean computed on the reference BSD was equal to 2.28 mm. 

 

- Sauter mean diameter (d_Sauter) 

 

The Sauter mean diameter calculated by means of equation (7.3.1) has been 

attributed to a single dimensional class considered as representative of the entire 

BSD. The Sauter mean diameter computed on the reference BSD was equal to 

1.99 mm. 
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- BSD distribution obtained through the semi-automatic method 

(BSD_Hough) 

 

The BSD distribution obtained from the semi-automatic detection method -

which involves as a crucial step the application of the circular Hough transform 

algorithm (see section 5.4.1) - has been considered. The BSD distribution given 

as input at the E-L model presents the characteristics described in paragraph 

7.3.3.2. 

- BSD translated towards high diameters (BSD_p) 

 

The dimensional distribution has been calculated in a similar manner to that 

observed in section 7.3.3.1. The reference diameter (dref) considered in order to 

arrange the dimensional classes has been considered 1.5 times the Sauter mean 

diameter (equation (7.3.1)). Ten dimensional classes were then calculated on 

logarithmic basis both in the range dref-dmax (dmax = maximum bubble diameter 

of the distribution) and in the range dmin-dref (dmin = minimum bubble diameter of 

the distribution). Then, the mean diameter between the extremes of each 

dimensional class has been calculated and assigned to the dimensional class. 

Finally, the same volume fraction (p) determined for each class of the original 

distribution (BSD) has been attributed to the translated distribution. The 

resulting dimensional distribution (BSD_p) is shown in Figure 7.32(a). 

 

- BSD translated towards low diameters (BSD_m) 

 

The same procedure adopted to calculate BSD_p has been considered, but 

the reference diameter adopted has been assumed equal to 0.5 times the Sauter 

mean diameter. The bubble size distribution translated towards small diameters 

(BSD_m) is represented in Figure 7.32(b). 
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Figure 7.32 (a) BSD translated towards high diameters (BSD_p) , (b) BSD 

translated towards low diameters (BSD_m) 

 

The results concerning the sensitivity analysis on BSD considering the mass 

transfer models tm1 and tm2 are shown in 

Figure 7.33 and  

Figure 7.34 respectively. Both the monitoring points 4 and 6 are considered. 

 

(a) 

(b) 
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Figure 7.33 Sensitivity analysis on BSD with tm1 model: comparison between DO 

measurements (diamond markers) and numerical results (continuous line), (a) 

Point 6, (b) Point 4 

 

Despite the fact that non appreciable differences subsist between the two 

monitoring points considering the same mass transfer model, a substantial 

difference can be noticed by comparing the trend of curves related to mass 

transfer models tm1 and tm2. The first macroscopic difference is related to the 

quite similar behaviour of BSD distributions BSD_m and BSD_p for the mass 

(a) 

(b) 
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transfer model tm1, while their behaviour is completely different when adopting 

the tm2 model. 

This difference can be ascribed to the fact that tm1 model limits the mass 

transfer for small bubbles (less than 1.5 mm) since it makes use of the Ahmed 

and Semmens (2003) relation (2.1.27). So, small bubbles remain inside the tank 

for long periods of time but their mass transfer is limited (BSD_m curve). On 

the other hand, large bubbles (BSD_p curves) can transfer a lot of oxygen but 

their permanence inside the tank is smaller. Hence the two effects tend to 

balance each other. 

It can be noticed that the BSD characterized by the d_Sauter diameter 

transfers more if compared with the one that considers the d_mean diameter.  

The reason can be attributed to the fact that the Sauter diameter is, in this 

case, greater than the threshold value of 1.5 mm consequently, for most of the 

bubbles within the system, the Higbie’s relation (2.1.23) is used. Moreover the 

diameter is smaller than the mean one, so the bubble population characterized 

by it spends a longer period of time within the tank leading to a greater oxygen 

transfer. 

 

Considering the mass transfer model tm2, the greater transfer occurs for the 

size distribution shifted toward smaller diameters (BSD_m), as shown in  

Figure 7.34. The motivation can be due to the fact that small bubbles remain 

in the system for longer periods of time and since no threshold value on mass 

transfer coefficient is defined on the basis of the bubble diameter, the highest 

dissolved oxygen concentration is achieved by them.  
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Figure 7.34 Sensitivity analysis on BSD with tm2 model: comparison between DO 

measurements (diamond markers) and numerical results (continuous line), (a)  

Point 6, (b) Point 4 

 

The distribution characterized by the Sauter one transfers a larger amount of 

oxygen compared to the one characterized by the mean diameter. Less obvious 

is the justification of the tendency of the curve BSD_p which is located at an 

intermediate position between the curves involving a single representative 

diameter of the entire BSD. Probably the amount of small bubbles inside the 

(a) 

(b) 
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system, although low in percentage terms, allows a greater oxygen transfer than 

the distribution defined on the single mean diameter. 

 

Finally, it can be noticed that for both of the transfer models tm1 and tm2 

adopting the BSD distribution obtained through the semi-automatic method 

(BSD_Hough) subsists a really great agreement with the experimental data. 

Looking at Figure 7.33 and Figure 7.34 it can also be noticed the good 

agreement of the BSD_Hough curves with those obtained considering as input 

for the E-L model the BSD obtained by means of the manual detection method. 

This means that despite some differences between the two distributions, the 

overall behaviour of the two is very similar to each other and thus that the semi-

automatic method can be considered as a reliable procedure for the evaluation 

of the bubble size distribution. 

 

7.5.1.3 Sensitivity analysis on gas flow rate  

 

The effects of the overestimation and of the underestimation of the gas flow 

rate on the simulated dissolved oxygen concentration over time have been 

evaluated. The original BSD and the mass transfer model tm1 have been 

considered for the two analysis. 

The lower gas flow rate (Q_m) has been imposed equal to 0.5 times the 

measured gas flow rate (Qg), while the greater gas flow rate (Q_p) has been 

calculated as 1.5 times Qg.. 

The results are presented inside Figure 7.35, where it can be seen that, as 

expected, a greater gas flow rate corresponds to a greater dissolved oxygen 

concentration transferred from the bubbles to the surrounding environment. 

Anyway, it can be noticed that the increase in the dissolved oxygen 

concentration doesn’t follow a linear relation, since the underestimation of the 

gas flow rate leads to a greater absolute error with respect to BSD_tm1 curve 

than the overestimation does. 



 

Chapter 7 Application of the E-L model to laboratory test cases  

 

179 

0

5

10

15

20

25

30

35

40

0 2000 4000 6000 8000 10000 12000 14000

time (s)

D
O

 c
o

n
c

e
n

tr
a

ti
o

n
 (

m
g

/l
)

Experimental data

BSD_tm1

Q_m

Q_p

 

Figure 7.35 Sensitivity analysis on gas flow rate, comparison between DO 

measurements (diamond markers) and numerical results (continuous line) 

 

7.5.1.4 Effects due to a coarser computational grid for concentrations 

 

A computational grid for concentrations made up of cells of dimensions 

twice larger than those considered for the previous sensitivity analysis has been 

adopted in order to evaluate the errors that have to be paid to gain a reduction of 

the computational efforts. To this end, only the effects due to the lower spatial 

discretization have been considered by imposing the same time step of the 

previous simulations. This choice allows a reduction of about 1/8 of the 

calculation times (instead of about 1/16), however, the uncertainty associated 

with the slightly different trajectory followed by the bubbles is excluded. 

 

The original BSD and the mass transfer model tm1 have been considered for 

the comparison between the reference case (BSD_tm1) and the results of the 

coarser grid for concentrations (BSD_tm1_coarse). 
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Figure 7.36 Effects due to a coarser grid for concentrations, comparison between 

DO measurements (diamond markers) and numerical results (continuous line)  

 

A slight underestimation of the DO concentration during the four hours of 

calculation can be noticed by observing Figure 7.36. The reason of this shift 

may be attributed to the unavoidable coarser identification of the outlet/inlet 

boundary areas on the computational grid for concentrations. However, the 

results obtained with the coarse mesh appear to be satisfactory. 

 

7.5.2 Numerical simulation of DO concentration: case study 2 

 

The modification of the computer code in order to permit the modelling of 

the presence of a partitioning wall inside the computational domain has been 

carried out. 

 

In particular, a small domain approach has been adopted by separating the 

computational domain in three different zones (upward, downward and lateral 

with respect to the partitioning wall) and by solving the partial differential 

equation of DO concentration in these zones separately with appropriate 

boundary conditions and interface conditions between the different blocks of 

cells. 
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The values of physical parameters such as water and gas densities, Henry 

constant, oxygen diffusivity, etc. have been updated to the new environmental 

conditions, since the water temperature was of 25°C during the oxygenation test 

(instead of 20°C registered for case study 1).  

 

Although an extensive recirculation region has been detected (see Figure 

7.11), the test case was not able to yield meaningful concentration gradients in 

space an almost uniform concentration field both upstream and downstream of 

the partitioning wall can be observed. 

 

A snapshot of the bubble motion inside the tank after 6000s of calculation is 

shown in Figure 7.37. The bubbles seem to move as expected: they are bounced 

from the partitioning wall and a great part of them leave the system driven by 

the buoyancy force. Only few bubbles turn around the portioning wall as 

observed during the experimental stage. 

 

   

Figure 7.37 Snapshot of bubble motion and of the DO concentration at the nozzle 

elevation 

 

The same bubble size distribution given as input for the simulation of the 

case study 1 and the mass transfer models tm1 and tm2 have been considered to 

obtain the dissolved oxygen concentration over time through the E-L model 

applied to the case study 2. 

 

The comparison between numerical results and experimental measurements 

for the monitoring points 1b and 3b is given in Figure 7.38. 

DO conc (mg/l) 
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Figure 7.38 Case study 2: comparison between DO measurements (diamond 

markers) and numerical results (continuous line), (a) Point 1b, (b) Point 3b 

 

Two interesting insights arise by observing Figure 7.38.  

 

First, the numerical simulations, independently from the mass transfer model 

considered, lie below the experimental measurements of dissolved oxygen 

(a) 

(b) 
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concentration. The reason for this gap can be probably attributed to the bubble 

size distribution given as input to the numerical model, since no new BSD was 

obtained in this case. Particular care has been taken to reproduce the same 

operational conditions observed during test case 1 (gas and liquid flow rates), 

even though no possibility to control the environmental temperature was 

possible. This condition may have played an important role in the determination 

of the actual BSD of case study 2. Further investigations will be carried out in 

order to evaluate the dependencies of BSD on this external factor. 

 

Second, the experimental configuration has proven to be unsatisfactory, as 

said, to ensure the formation of non-uniform concentration areas in the tank. In 

fact, the dimension of the experimental apparatus is likely to determine a nearly 

uniform concentration in a short time, even with the presence of a partitioning 

transversal wall which interferes with the bubbly flow and which creates low 

velocity regions. 

 

7.5.3 Applicability of the complete numerical model 

 

The results discussed in paragraph 7.5.2 on the behaviour of the system in 

the configuration of case study 2 prevented from the possibility to apply the 

complete model (including therefore also the time evolution of the 

concentration of biomass and substrate as dissolved oxygen concentration as 

well) to the case study.  

It would be actually meaningless to apply the complete implemented model 

to this case, because the variation in time of biomass and substrate 

concentrations would not be affected by the concentration of dissolved oxygen 

in the system (which still keeps higher than the limiting value at every point of 

the tank) since no appreciable difference subsists among the DO concentration 

of the computational cells. Even starting with an non-uniform concentration of 

biomass and substrate, in a very short period a uniform concentration field for 

both of the two species would be reached.  
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Another problem that can be found concerns the characteristic times of the 

two phenomena (degradation of substrate / biomass growth and mixing inside 

the system) which are very different. This complicates the applicability of the 

model as it has been proposed, due to the computational effort required.  

A significant case study, for which the geometric dimensions and the 

characteristics of the liquid velocity field are capable to highlight a different 

distribution of the dissolved oxygen concentrations in the system (both in space 

and time), should first be identified. This is indeed the starting point for the 

application of the complete model that has already been validated in of all its 

parts, as illustrated in the previous paragraphs of the present dissertation. 
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Conclusions 
 

 

 

A "one-way coupling" E-L (Eulerian-Lagrangian) numerical model has been 

implemented in Fortran 90 environment in order to simulate the evolution in 

time of dissolved oxygen concentration (and possibly of other species) in a 

system mixed by a two-phase turbulent jet. The working hypothesis made 

possible to decouple the liquid phase and the gas phase dynamics. The velocity 

field that has to be provided as input to the numerical model was determined by 

CFD (Computational Fluid Dynamics) simulations using a finite volume 

method. The validation of the simulation results, for both the cases study 

examined, was performed by comparison with velocity measurements carried 

out by a 3D ADV velocimeter.  

 

The comparison between numerical simulations and experimental velocity 

measurements has proved to be satisfactory with regard to the longitudinal 

mean velocity profiles measured at the horizontal and vertical reference 

locations. The turbulent kinetic energy profiles revealed, instead, a systematic 

overestimation of the numerical simulation results compared with the calculated 

values from the experimental measurements. 

The qualitative analysis of the ADV raw signal showed that, despite the 

average SNR and correlation values of the measurement sample are in accord 

with the threshold quality values, slightly different results are obtained by the 

removal of each sample element lower than the fixed thresholds. 

The application of the filtering method A (rejection of the elements of the 

sample that do not respect the threshold values on correlation and SNR, 
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application of the threshold filter based on the comparison between local and 

global deviation of the sample, application of the low pass filter) and of filtering 

method B (despiking method – elimination of the elements of the sample that do 

not  respect the fixed threshold on correlation and SNR, despiking method) has 

highlighted the marked effect linked to the elimination of the nasty correlation 

values on the calculated turbulent kinetic energy, especially for the positions of 

higher velocities. 

The effect of the low pass filter set to a cutoff frequency equal to the half of 

the sampling frequency, revealed a marked decrease in the standard deviation of 

the sample for higher velocities (for which also the lower correlation values are 

measured). For this reason, it has been hypothesised that the high frequency 

turbulent fluctuations that may characterize the positions closer to the jet axis 

are not sampled by the instrument operating at a sampling frequency of 25 Hz. 

Further comparison with velocity measurements made by an instrument 

operating at higher sampling frequency might help to better understand the 

relation between the standard deviations of the signal and the low correlation 

values, leading to a more complete critical analysis on the better filtering 

method to apply when the fluid is highly turbulent.  

 

The analysis of the results of the velocity and of the concentration field of an 

organic dye transported by a turbulent jet discharging into a co-flowing stream 

simulated by means of the proposed numerical method showed a good 

agreement compared with the experimental literature data (Antoine at al., 2001). 

This result confirmed the reliability of the numerical method developed both for 

the simulation of the liquid velocity field (finite volume method) and for the 

numerical integration of the balance equation of a dissolved species. Only the 

eulerian part of the numerical model has been involved for the passive scalar 

transport simulation, hence a validation of the convective-diffusive terms has 

been carried out. 

 

The comparison between the numerical results and the experimental data 

from literature concerning the evolution over time of the concentration of 
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biomass, substrate and BOD allowed the identification, by means of a 

regression analysis, of the kinetic constants of the Monod model. This last has 

been implemented within the computer code in order to predict the variation of 

the dissolved oxygen (DO), even after consumption by the heterotrophic 

biomass, and to observe the influence of the remaining dissolved oxygen 

concentration on the biomass growth and substrate removal. 

 

The sensitivity analysis carried out for the case study 1, showed that, using 

the actual bubble size distribution (BSD), different mass transfer models lead to 

substantially equivalent DO concentration results over time.  

In particular, the mass transfer model that differentiates the oxygen transfer 

on the basis of the bubble diameter (distinguishing from bubbles with rigid 

surface to bubbles with mobile surface) through the Ahmed and Semmens 

(2003) relation (tm1) and the transfer model that calculates the exposure time of 

the bubbles on the basis of the local turbulent kinetic energy dissipation rate of 

the flow field (tm2) lead to results in appreciable accord with the experimental 

measured DO concentration values. The prediction of the DO concentration 

appears to be satisfactory both for points located at monitoring positions far 

away from the gas stream and for those points most affected by the bubbly flow. 

The sensitivity analysis on the BSD entering the system highlights the 

importance of an accurate determination of the BSD in order to predict the 

evolution of the DO concentration over time. In fact, the results obtained by 

adopting two different mass transfer models, tm1 and tm2, but the same 

manipulated BSD, can lead to very far results from each other. This is 

particularly true for the BSDs obtained by translation of the original one 

towards the high and the small diameters keeping the volume fraction 

associated with each dimensional class unchanged. 

 

The numerical results obtained by adopting the BSD derived through the 

semiautomatic detection method of high resolution digital images show a really 

good agreement with the results obtained by adopting the BSD derived by the 

manual detection method. This confirms the validity of the experimental 
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procedure and of the processing method adopted in order to obtain the 

representative distribution of the bubbly flow. 

 

A coarser computational grid for concentrations (half refined with respect to 

that used for the sensitivity analysis on the mass transfer models and on the 

BSD) allows a reduction of about 1/8 of the computational time maintaining 

satisfactory results.  

 

The application of the proposed numerical method to the case study 2, 

highlighted the necessity of a further investigation of the problem. In fact, the 

numerical results tend to underestimate the concentration values of dissolved 

oxygen inside the tank, appropriately reduced by placing a vertical partitioning 

wall perpendicular to the horizontal direction of the jet exit. The most plausible 

reason of the underestimation can be found in the incorrect BSD adopted as 

input to the E-L model for this specific case. 

 

Indeed, although it has been given particular care in maintaining the same 

operating conditions that were observed during the experimental determination 

of the BSD (gas and liquid flow rate, positioning of the oxygen injection 

system, etc.), it was not possible to control the system temperature. Probably 

this aspect has affected the BSD characteristic of the case study 2. Moreover, 

both the experimental measurements and the numerical simulations have 

highlighted the inadequacy of the experimental apparatus to recreate a critical 

situation (i.e. a configuration characterized by a non-uniform oxygenation of the 

compartment). The small size of the experimental tank leads to the rapid mixing 

of the entire fluid volume, regardless of the low velocity values that are 

recorded in the part behind the partitioning wall which, moreover, is marginally 

involved by the flow of bubbles injected into the system. The application of the 

complete model (biomass+substrate+dissolved oxygen) to the case study 2 was 

therefore not carried out, although the computational code has been designed for 

the calculation of the evolution over time of different dissolved species, also 

considering the presence of several transverse baffles potentially placed inside 
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the computational domain. The application of the complete model to the case 

studies examined would have been unnecessarily burdensome in terms of 

computational effort because of the different time scales of the involved 

phenomena. Furthermore, the rapid attainment of uniform mixing conditions 

does not allow to highlight the different evolution of phenomenon within the 

regions with low velocity and don’t reached from the bubbly flow. 

 

For these reasons, in the next future, the research activity will be focused on 

the identification of a case study that allows the useful application of the 

complete numerical model, already tested in its entirety, as highlighted during 

the critical analysis and the several validation steps reported in the present 

dissertation. 

 

In conclusion, the experimental and numerical approach developed to 

evaluate the evolution of the dissolved oxygen concentration during a transient 

inside a confined environment equipped with a two-phase turbulent jet system 

has shown several positive aspects, even if some phenomena have to be 

investigated more deeply. 

In particular, the numerical procedure developed (FV simulation of the fluid 

flow + BSD + E-L model) based on a “one-way coupling” method seems to be 

satisfactory to predict the evolution of the concentration field over time, without 

involving a more detailed description of the interactions that actually take place 

between the bubbles and the liquid phase. It must also be observed that even if 

the number of total parameters required by the model is limited, the sensitivity 

of the model to the BSD given as input and to the mass transfer model 

considered can be of appreciable magnitude if not sufficient care is paid during 

each needed step. 

 

Because of the multifaceted nature both of the problem and of the numerical 

approach that has been developed for its simulation, some issues still remain 

open and will require further investigation. Future research will be hopefully 

able to clarify these aspects. 
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