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Abstract  
 
SHM technologies utilize different types of sensors which are installed on the 
structure to be monitored and by recording its static or dynamic responses 
toward health diagnosis. The final goals are to detect and quantify damage, to 
promote a residual life-time prognosis of the structure and to guide the 
management in planning optimal cost-effective strategies for system 
maintenance, inspection, repair or rehabilitation. Employing a suitable data 
acquisition sensor network is a key implementation issue to link models with 
real world structures. A wireless sensor network, compared with a traditional 
wired network, provides easy installment and maintenance. Non-contact sensors 
could be easily installed on existing infrastructure in different scenes without 
changing their properties. A positioning system provides displacement 
information of the objects which is assumed to be the basic support to calibrate 
any structural mechanics model. These three attributes (wireless, non-contact, 
positioning) are the care of the thesis work. The thesis considers both global 
positioning system (GPS) and local positioning system (LPS) which includes 
laser-based and vision-based positioning system.  
 
GPS provides satisfactory accuracy, absolute displacement measurement for 
SHM application. It requires an open area position to place the antennas but a 
roofed room to place its receiver and the power supply. At times, it is difficult 
to route cables between two positions due to the building constraint. In this 
work, two wireless links, which are based on the 24XStream and the CC1110 
transmission systems, are applied to replace the cable transmission between the 
dual-frequency high precision GPS receiver and the user client computer which 
up to now was the only market offer. Some experiment results show a 
successful cable replacement. Limitations of GPS are obvious: open area is 
required and it is impossible to densely deploy GPS sensor due to the high cost 
of the devices. Hence, two low-cost LPS systems are discussed: laser-based 
wireless LPS and vision-based wired LPS. 
 
The performance of the laser-based wireless LPS is studied and the possibility 
of increasing its accuracy by multiple readings and their differential elaboration 
is confirmed. Specially, two means are proposed to reduce the noise observed 
during the experiment: multiple reading with the help of signal processing
（moving average filter, Gaussian filter and spectral subtraction） and an 
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improvement of the design of the wireless data acquisition (DAQ) system. The 
temperature compensation methodology is also studied. Some experiments 
results show that system performance is adequate for SHM. 
 
LPS based on vision system is the last component of this work. This kind of 
system takes advantage of fast-developing digital image processing and 
computer vision technologies and is the new favorite non-contact sensor. 
Usually, the space coordinates is simply reconstructed from the image 
coordinates by multiplying a scale factor. Such simplified approach ignores the 
distortions introduced by projection and camera optical deficiency. To address 
these distortions, the camera model is first derived according to projection 
geometry. Based on the model, the camera calibration and the space coordinates’ 
reconstruction methodologies are studied. A vision system, which covers a 
medium range investigation area, is constructed in this work to monitor the 
vibration of a reduced scale frame available in the laboratory.  
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Chapter 1 Introduction  
 
 
1.1 Background 
 
Among the research activities which address the development of smart materials 
and structures, Structural Health Monitoring (SHM) is a particularly promising 
branch. Structural monitoring technologies utilize different types of sensors 
which are installed on the structure to be monitored by recording its static 
deflection or its dynamic responses during forced vibration or natural excitation. 
The static deflection can be used for damage detection while the dynamic 
responses can be analyzed to identify the current status of the structure (Farrar 
and Worden 2007; Materazzi and Ubertini 2011; Ubertini 2013), which will be 
compared with its behaviors at healthy condition. Thus a health diagnosis of the 
structure can be performed to detect and quantify damage as well as to update 
its effects on the remaining integrity. All these will assist the structure and 
system manager toward the residual life-time prognosis and guide the 
management in planning optimal cost-effective strategies for system 
maintenance, inspection, repair or rehabilitation. By analyzing vibration data 
(caused by environmental interactions such as wind, mechanical and traffic 
loads) or severe vibration data (caused by earthquakes and strong winds), 
appropriate actuation can also be imposed on the structure in order to counteract 
the effect of severe loading event (Krommer, Irschik et al. 2005; Huber, 
Krommer et al. 2009; Schoeftner and Krommer 2012). In this way, the effective 
damage can be significant reduced (Ni, Chen et al. 2002; Faravelli, Fuggini et al. 
2010; Ubertini 2010). 
 
Uncertainties play an important role in the prediction of the safety of an 
infrastructure. The load and response uncertainties are quantified by adopting 
suitable sensor networks. As a key implementation issue to link the models with 
real world structures, the sensor network plays an important role in the usability 
and performance of any SHM system. Among several possible directions of 
SHM, sensor network, wireless, non-contact and positioning are three endearing 
directions and they are pursued in this work.  
 
From a technological point of view, the main difficulties encountered in field 
applications are related to the cabling system: due to the high cost of the cables, 
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their difficulty of installation, their invasive effect on the monitored structure, 
their vulnerability to mechanical damage, and their high cost of maintenance. 
For these reasons, the adoption of wireless connections is regarded as a 
fundamental aspect for the spread of permanent monitoring solutions. Its 
feasibility is supported by the improving performance and declining cost of 
electronics and wireless communication technologies. 
 
In view of reconstructing the stress and strain fields inside the medium, 
non-contact sensors are preferred. One of the main applications of SHM system 
is to monitor the existing structures which pose special constrains as the 
impossibility of using sensor networks installed during construction. Sensors, 
like LVDT, should be fixed to a reference point near the structure which could 
be difficult in the scenes of large-span bridges monitoring and high-stand towels 
monitoring. Experimental analysis of properly reduced scale models is utilized 
to obtain a better understanding of the behavior of large-scale structures. 
Conventional sensors sometimes are not feasible because the introduction of the 
sensor masses can affect the behavior of the models. For these reasons, there is 
growing interest in developing alternative techniques for measuring movement 
without any contact with the structure. Besides, non-contact sensors do not 
undergo the same force or deformation as the structure, they should be more 
durable.  
 
All structural mechanics models assume the displacements as basic variables: to 
know the absolute displacements of a structural system means to dominate the 
structural response. The displacement are normally calculated by integrating the 
velocities obtained through velocimeter or by double integrating  the 
accelerations obtained through accelerometer and such procedures introduce 
errors. Positioning system, which monitors the position of the object, directly 
provides the displacement information. 
 
Based on the previous discussion, this work focuses on the positioning systems, 
both the global positioning system (GPS) and local positioning systems (LPS): 
laser-based and vision-based solutions. Wireless links are realized for 
high-precision GPS systems. The performance of a laser-based local positioning 
system is evaluated and the possibility of improving its resolution through 
difference from multiple readers is confirmed. A vision-based positioning 
system is also constructed for structure health monitoring and the image 
processing methodology is discussed to optimize the system performance. The 
camera calibration is discussed in detail. 
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1.2 State of the art 

 
1.2.1 Wireless communication and self-positioning system 

 
Current extensively monitoring systems are wire-based which is heavily time- 
and money-consuming while it encounters the requirement of dense deployment 
sensor network and the increasing scale of modern infrastructures. As an 
example, consider the Tsing Ma Suspension Bridge constructed in Hong Kong; 
a 600 channel structural monitoring system was installed at a cost of over $16 
million (Lynch, Sundararajan et al. 2003). The high cost of current structural 
monitoring systems results from labor intensive installation of system cables. 
Up to 25% of the total system cost and 75% of the installation time can be 
attributed solely to installation of systems cables. Also, wired monitoring 
systems would be too obtrusive for monitoring historic landmarks. In recent 
years, with the development of wireless communication, some academic and 
commercial wireless sensing systems have been proposed to eradicate the 
extensive lengths of wires associated with tethered systems.  
 
Since 1990s, the research of wireless sensors has been reported by different 
research groups and several wireless hardwares have been designed (Lynch and 
Loh 2006). To provide good flexibility and extendibility, efforts focus on the 
network topological, the data-reducing methodology, the software system, the 
hardware improvement and the hardware interface flexibility. Thus they greatly 
improve the usability of the wireless sensor network.  
 
In 2005, a star-topology wireless sensor system, WiMMS, was designed by 
Michigan University and Stanford University to work in both structural 
monitoring and structural control (Wang 2007; Wang, Lynch et al. 2007). This 
system utilizes 9XStream/24XStream transceiver which supports a single-hop 
data rate as 19.2kbps within several hundred meters: it cannot serve a large 
amount of sensors and this limits its application to large-scale infrastructure. 
The IEEE 802.15.4 standard and ZigBee protocol compliant wireless devices 
were regarded as promising alternatives: they support multiple topologies, 
including star, mesh and cluster tree, ensure a capacity of connecting more than 
65,000 devices. The data rate is 250kbps at 2.4GHz. (Ergen 2004; Jin-Shyan, 
Yu-Wei et al. 2007). Thus, several IEEE 802.15.4/ZigBee based wireless 
networks are constructed for structure monitoring: Imote 2 from Illinois (Rice 



LiJun Wu                                    Non-Contact High-Precision Positioning
                                Systems for Structural Monitoring 

 

16 
 

and Spencer 2009), EMPA from DecentLab (Meyer, Bischoff et al. 2010), 
Narada from CIVIONICS (Swartz and Lynch 2009) and XMU unit (Lei, Liu et 
al. 2009).  
 
Normally, all data collected by the sensors are sent back to a sink node which 
challenges the link data rate and the power of low-cost sensor network. 
According to the characteristic of structure response, technologies to reduce the 
data quantum are proposed. On one hand, data compression is an available 
method since the sensing data of structure response is sparse which is able to be 
compressed with little information loss(Kimura and Latifi 2005; Marcelloni and 
Vecchio 2008; You-Chiun, Yao-Yu et al. 2009; Casciati, Faravelli et al. 2012). 
On the other hand, on-line calculation can relieve this problem since only 
abnormal information is interested in SHM which suggests embedding health 
diagnosis algorithms into the local sensors to extract useful information (Lynch 
2002; Wang 2007; Nagayama, Spencer et al. 2009). For example, the 
spatiotemporal correlations among the sensors’ measurements are exploited via 
adaptive filters executed at both the sensor node and sink node to predicate the 
next measurement which decides what data needed to be sent back to the sink 
node: the preceding measurement will be sent back only when the predict error 
is larger than a predefined threshold, otherwise it is just exchanged among 
neighbor nodes. (Ampeliotis, Bogdanovi´c et al. 2012).  
 
To facilitate embedding on-line calculation algorithms into a wireless sensor, 
embedded operating systems, such as Tiny Micro-threading Operating System 
(TinyOS) (Hill 2003) or Linux, are required. TinyOS enables users focusing on 
the application of the sensor system without being bothered by transmission 
issues(Pakzad, Fenves et al. 2008). To comply with the limited resource of 
WSN, algorithms should be optimized to reduce the computational burdens and 
communicational burdens, therefore distributed calculation and substructure 
approach are proposed. (Lynch 2002; Johnson, Brown et al. 2004; Gao, Spencer 
et al. 2006; Nagayama, Spencer et al. 2009; Lei, Liu et al. 2011).  
 
In recent years, more and more processors were made available to the 
low-power and low-cost WSN application potential while providing high 
performance compare to the popular 8-bit microcontroller: examples are the 
32-bit micro controller ARM (Nagayama, Spencer et al. 2009) or the digital 
signal processor (DSP)(Gong 2011). Power-harvesting techniques are also 
proposed to acquire energy from solar energy, vibration energy or thermal 
energy to extend the life-time of each wireless sensor. In addition, a better way 
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to balance the power consumption of different sensors is investigated in order to 
extend the life time of the whole wireless sensor network as well as the 
robustness of the wireless communication (Gong 2011).  
 
Effort is also made by the author’s team of University of Pavia toward the 
realization of a wireless unit which provides flexible interfaces and efficient 
power management in order to make it to be compatible with various existing 
sensors which work in different voltages and possess different output 
sensibilities (Casciati, Faravelli et al. 2010; Chen 2011; Casciati, Faravelli et al. 
2012; Casciati, Faravelli et al. 2012).  
 
These developments ensure the wireless sensors can be utilized as a good 
cable-replaced data transmitting tool. 
 

1.2.2 Positioning sensors 
 
Traditional displacements measurement methodologies, such as LVDT, require 
a reference point, creating significant challenges to the field application of large 
scale structure. Acceleration measurements, which do not require a reference 
point on the structure, are traditionally used to determine the dynamic 
characteristics of structures. The displacement is then obtained through double 
integration of acceleration data, but the result may not be stable due to a bias in 
low-frequency contents. The most common method to avoid the bias involves 
filtering the low-frequency content from the data in order to reduce the effects 
of (usually) unimportant low-frequency components. However, this operation 
has to be done with care so as not to filter out significant low frequency 
components which become more important as the structure becomes larger and 
more dispersed.  Therefore, non-contact displacement measurement sensors 
are more and more preferable. 
 
GPS positioning sensor is one of this kind of sensors: indeed, it is adopted in the 
structural monitoring of very flexible structures, such as suspended bridges or 
tall buildings, and offers a mm-level accuracy which is sufficient for accurate 
deformation measurements in the structural monitoring(Casciati and Fuggini 
2008; Casciati and Fuggini 2009; Fuggini 2010; Casciati and Fuggini 2011). To 
reduce the cost, the potential of using off-the-shelf low cost GPS receivers into 
SHM were also investigated (Ramin and Helmi 2009; Jo, Sim et al. 2011) but 
the accuracy of low-cost GPS is still to be improved. 
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GPS is only effective in open area, and therefore it requires a visible sky 
position to place its antenna, but a roofed position to place its processor and the 
power supply. At times, it is difficult to route cables due to the building 
structure constraint. Therefore, a wireless data logger can greatly facilitate the 
setup and use of GPS receivers. Indeed, there are several products of wireless 
GPS data logger (Solomon, Wagealla et al. 2002; CES 2012; Houlux 2013; 
Kreatit Design 2013; Sysbyte Telecom INC. 2013). But these products focus on 
providing data logger for the vehicle tracking and therefore low-accuracy GPS 
receiver is built-in. In addition, either GPRS or WIFI is adopted in those 
ready-made data logger and this means high power consumption.  
 
Another deficiency of high-accuracy GPS is that the system is only effective in 
open area with a satisfactory number of the available satellites and a suitable 
geometric distribution. Therefore, continuous monitoring with equal precision 
in all position components at any time is a challenge for GPS sensor. Hence, 
various methods were proposed to enable robust indoor positioning. 
 
First, inertial systems, which include all the techniques that take advantage of 
the inertial properties of any movement, were proposed to improve the 
robustness of a GPS system. This system can bridge GNSS outages as well as 
provide accurate short-term data with very high rate to interpolate GPS 
trajectory while GPS provide bound data for inertial sensors. Few coupled 
integrations are employed to share information between the GPS and INS 
system (Hide, Moore et al. 2004; Casciati and Wu 2011a). Currently, Trimble 
provides a serial of GNSS-Inertial system which provides centimeter level 
mobile positioning accuracy(Trimble Navigation Limited 2012). For structural 
Health monitoring, this accuracy cannot be regarded as sufficient. 
 
Secondly, another way to provide indoor positioning measurement could be the 
pseudolite LPS whose main idea is to deploy pseudolites around the measuring 
sensor unit to assure the sensor can measure its distances to each pseudolite at 
any time through which the sensor position then is obtained, as shown in Figure 
1.1. The distance is obtained by multiplying the signal propagation time by 
speed of the electromagnetic wave. Providing the sensor is synchronized with 
pseudolites, several technologies can help assessing the propagation time more 
accurately: Chirp Spread Spectrum (CSS), Ultra Wide Band (UWB), Frequency 
Modulation Continuous Wave (FMCW), Carrier phase shift measurement. CSS 
and UWB are adopted by 802.15.4a standard and offer accuracies of meterlevel 
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and decimeter-level, respectively (DecaWave 2012; Nanotron 2012; The 
Institute of Electrical and Electronics Engineers 2012). FMCW and carrier 
phase shift are utilized in laser radar-based LPS (Mohammad Nejad and Olyaee 
2006) which provide accuracy of the centimeter level (Ellinger, Eickhoff et al. 
2007) and of the millimeter level or even better (Du Plessis 2008), respectively. 
For example, IBIS-S is an interferometric radar displacement sensor which can 
provide with an accuracy between 1/100 and 1/10 of a millimeter through 
comparing the phase difference between the transmitted signal and the received 
signal (Gentile 2009; De Pasquale, Bernardini et al. 2010). Specially, this radar 
sensor achieves a spatial resolution dense to 0.5meters via a technology called 
step frequency continuous wave (SF-CW) (Gentile 2010). Carrier phase shift is 
also used in dual-frequency high performance GPS which provide positioning 
accuracy of mm-levels (Casciati and Fuggini 2008; Casciati and Fuggini 2009; 
Fuggini 2010; Casciati and Fuggini 2011) and it is also employed in the 
pseudolite based LPSs which provide cm-level accuracy (Locata 2012).  
 

 
 
 
 
 
 
 
 
 
 
 
 

 
 

As one of the few successful pseudolite LPS systems, Locata creates terrestrial 
networks that serve as a “local ground-based replica” of the GPS-style 
positioning. The Locata system includes three or more transceivers, called 
LocataLites, which provide signals that enable highly accurate range 
measurements, and some standalone receivers, called Rovers, which track 
LocataLite signals and calculate latitude, longitude and elevation. This system 
works on the free-license 2.4G radio frequency. Different from GPS satellites 
which uses high-cost atomic clock to keep the accurate time, the Locatalite 

Measured 
Sensor 

Transponder A 

Transponder B Transponder C 

Transponder D 

Figure1.1 Local Positioning System (LPS) 
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employs a low-cost temperature-compensated crystal oscillator (TCXO) clock 
(Barnes and Van Cranenbroeck 2006). The main difficulties of this system are 
how to synchronize all of the base stations accurately and how to mitigate the 
multipath error which is dominant in the positioning accuracy (Jardak and 
Samama 2010). A Direct digital synthesis (DDS) technology is used in the 
time-synchronization procedure within the LocataNet, known as Time-Loc 
(Barnes, Rizos et al. 2003; David 2009). Currently, TimeLoc synchronizes 
Locata transmitters and receivers to an accuracy of 1nanosecond, which is a 
level substantially more accurate than that which can be attained using the 
multiple atomic clocks on board GPS satellites (Locata 2012). Locata utilizes an 
antenna array, called TimeTenna, to mitigate the multipath signal under indoor 
environment (Rizos and Li 2011). The resulting position standard deviation of 
outdoor test of this system was approximately 2mm and there were no long term 
drifts (Barnes and Rizos 2007). For most points measured under indoor static 
test, the mean error is less than 2cm while during the dynamic test, the error is 
no more than 3cm after the algorithm has converged (Rizos, Roberts et al. 
2011). 
 
A further proposed cheap solution to indoor pseudolite LPS is to import satellite 
signals in a satellite un-visible area through repeater (Vervisch-Picois and 
Samama 2009), which consists of an amplifier with two kinds of antenna: one, 
external, has full visibility of the satellites; the other kind of antenna irradiates 
the amplified signal toward the measurement environment (see Figure 1.2). 
Four irradiating antennas are generally required. Different latency steps are 
introduced in different irradiating antennas in order to avoid signal conflicting 
since the signals are reproduced by the same external signal. If the latency step 
is big enough for the wished cover range, the signals from different irradiating 
antennas become uncorrelated inside the covered range and can be 
simultaneously demodulated by the receiver, namely, received simultaneously. 
Theoretically, using a minimum of four antennas appended in different 
positions, the repeater can reproduce the situation of an open sky measurement 
node even with just a single visible satellite (provided the signal from it is good 
enough). So far, there is not off-the-shelf latency device which can provide 
precise time-delay for such a pesudolite LPS.  
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Figure1.2 Schematic representation of the adoption of repeaters toward LPS 

 
But the positioning accuracy of these two pseudolite methodologies is yet to be 
improved in view of SHM. 
 
As a third option, laser-based LPS is a good alternative for indoor displacement 
measurements since the laser possesses a monochromatic character. The emitted 
laser light possesses high degree of spatial coherence which assures narrow 
output beam with limited diffraction. Therefore, there is not multipath error and 
large distance can be reached since the power is concentrated. These special 
features let laser distance measurement sensors to be universally applied. There 
are a variety of techniques utilized for laser distance measurement (Du Plessis 
2008; Krüger, Bahr et al. 2010): time-of-flight (TOF), triangulation, phase-shift, 
frequency modulated continuous wave (FMCW) and displacement measuring 
interferometry (DMI). In the TOF distance measurement, a short laser pulse is 
projected to a target. The time the pulse takes to travel forward and backward is 
measured. The distance to the target is calculated from the TOF and the speed 
of the light in the medium. Driven by the progress in sensor technology, 
computer methods and data processing capabilities, 3D laser scanning, such as 
Terrestrial Laser Scanner (TLS), has found its application in monitoring the 
static and dynamic behavior of large infrastructures and provide high 
accuracy(González-Aguilera, Gómez-Lahoz et al. 2008). Laser positioning 
system could provide displacement measurement accuracy as high as from pm 
to nm when  using DMI technology, such as the modular vibrometer system 
OFV-5000 from Polytec for example, but the maximum full scale displacement 
measurement range is relatively small: ±82mm even though the working 

http://en.wikipedia.org/wiki/Coherence_(physics)
http://en.wikipedia.org/wiki/Gaussian_beam
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distance is configurable up to 10m(Polytec 2012). However, these devices are 
expensive.  
 

1.2.3 Vision-based LPS 
 
Another candidate of LPS, vision-based LPS, is discussed. Velocity and 
displacement measurements using images are based upon tracking the object 
motion between sequences of images. This system, although it requires a 
“sight-on-line scene”, enables accurate dense measurements of both dynamic 
processes and, especially, static deformations which are more attractive. 
Consider damage detection for instance: data for damage detection can be either 
dynamic, (i.e., vibration-based properties) or static deformation profiles. It is 
usually more convenient to obtain dynamic types of data because they contain 
more information regarding a given structure (Kohut and Kurowski 2006; 
Kohut and Kurowski 2009). Unfortunately, to obtain the high frequencies which 
characterize the high-order vibration mode shapes, to collect dynamic data 
requires devices which are expensive to set up, maintain and automate, but 
mainly it can be very difficult (or even impossible) to excite a large structure to 
vibrate at those frequencies. The static deformation profile requires much less 
effort, and therefore using the static deflection for damage detection is 
sometimes more attractive (Uhl, Kohut et al. 2011).  
 
Vision-based displacement measurement systems have been installed on large 
scale structures: six video cameras have been installed on the health monitoring 
system of the cable-stayed bridge in Shenzhen Western Corridor (CSB-SWC), 
eighteen video cameras have been installed on the SHM system of the 
Stonecutter Bridge (Ni, Wong et al. 2011), and three video cameras have been 
installed on the SHM system of GuangZhou TV Tower (Liao 2012). In the last 
system, the space coordinates of the object are reconstructed simply through 
multiplying the image coordinates by a scale factor (Ni, Liao et al. 2013) which 
does not take the projective distortion and camera distortion into consideration 
and therefore errors are introduced. More precise camera calibration 
methodologies are required. 
 
A tailor-made two-channel camera system is utilized to monitor the 
two-dimension motion of a bridge in the work of Olaszek (Olaszek 1999). The 
errors in this vision-based measurement system were discussed. But the camera 
calibration is still based on simple scale factor calculations. Similarly, in the 
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work of Lee, the scale factor camera calibration is adopted. The scale factor is 
calculated through two pairs of known-distance white spots which are 
perpendicular each to the other (Lee and Shinozuka 2006). On the work of Uhl, 
a vision-based measuring apparatus is used to measure the in-planer 
deformation of a steel frame loaded by a point force in a laboratory experiment. 
They utilize a circular intensity pattern, with a known diameter to calibrate the 
camera which allows calibration in any direction. In their publication, a full 
camera calibration is also referred (Uhl, Kohut et al. 2011). The authors also 
apply the camera system onto 3D experiment to monitor a steel frame which is 
forced to vibrate by sinusoid signals (Uhl, Kohut et al. 2009 ).  
 
In the laboratory experiment carried out by Jurjo (Jurjo 2010; Jurjo, Magluta et 
al. 2010), a vision system ,which includes a camera and an associated image 
processing program, is used to study the 2D non-linear dynamic behavior of a 
clamped-free slender metallic column subject to its own weight and large 
displacements and rotations under both tension and compression. Direct linear 
transformation (DLT) is utilized to calibrate the camera. The calibration is 
performed following an interpolation way which means to put the reference 
markers in a region around the structure thus ensuring that any configuration of 
the structure will always be within the calibration region, and therefore, 
provides precise results when compared to those obtained by following an 
extrapolation way. The experiment results corroborate the precision of this 
system and this system represents an advance in the monitoring of structures 
that cannot be instrumented through conventional sensors, as is the case of some 
reduced-scale models in which the responses would be affected by the 
introduction of sensors. Based on the computer vision and epipolar geometry 
theory(Hartley and Zisserman 2004), the camera model is built and is utilized to 
reconstruct the three dimension space coordinates of object (Jahanshahi, Masri 
et al. 2011; Jahanshahi and Masri 2012). A vision system was also proposed to 
monitor the 3D crack in real structures (Iyer and Sinha 2005). 
 
Basically, the aforementioned systems are constructed based on a 
self-developed program which requires a well-understand of both the program 
language (such as Visual C++) and the digital image processing methodologies, 
and those requirements limit the utilization of vision-based displacement 
system.  
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1.3 Content and organization of this thesis  
 

This work studies available solutions for non-contact displacement sensors in 
view of structure monitoring applications. It starts from the well-known Global 
Positioning System (GPS). Although GPS is not a strictly non-contact sensor, 
since the receiver must be mounted on the structure, it possesses the same 
merits of non-contact displacement sensors while it is used in field experiment: 
it does not require reference fix points near the monitored points and provides 
directly high accuracy displacement measurements.  
 
A significant limitation in the GPS applications is the spatial distribution of the 
receiver. The connection between the receiver and the control display unit 
available on the market is of the wired type which causes inconveniences when 
this system is used for monitoring the roof of a building or the cables of a 
suspension bridge. Indeed, the final control display unit in such a long-term 
monitoring GPS system is a computer which is not conveniently located near-by 
the antenna, thus resulting in cables of the length of 80- 100 m. Therefore, 
wireless connection is considered to be employed to replace this wire 
connection as well as the power support cable. In this work, a 
low-power-consumption wireless cable replacement is implemented to transmit 
data back to the center in real time for GPS receiver whose sample rate is up to 
20Hz, Two wireless links, which are based on the 24XStream and the CC1110 
transmission systems, are applied to replace the cable transmission between the 
dual-frequency high precision GPS receiver and the user client computer which 
up to now was the only market offer. Experiment results show a successful 
cable replacement.  
 
Since GPS is only effective on an open area scene, non-contact Local 
Positioning Systems (LPS) are studied as potential solutions for indoor 
situations. In this work, a low-cost TOF-based laser sensor, YT89MGV80 is 
utilized. The static and dynamic performances of the laser sensor are studied 
with the help of a wireless DAQ system which was developed at the University 
of Pavia (Casciati, Faravelli et al. 2010; Chen 2011; Casciati, Faravelli et al. 
2012; Casciati, Faravelli et al. 2012). While the amplitude of the measured 
signal is smaller than 1mm or when the frequency of monitored motion 
increases, the noise cannot be ignored. This noise is introduced by both the laser 
sensor and the wireless sensor. Hence, on one hand, the design of the wireless 
DAQ system is improved to eliminate the system noise. On the other hand, 
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several methodologies, including temperature compensation, average moving 
filtering, Gaussian filtering, and spectral subtraction are adopted to improve its 
accuracy. Experiment results confirm the effective of those methodologies. 
 
A further candidate for LPS is based on vision techniques, which enable dense 
measurements of static deformations, as well as dynamic processes, with 
low-cost apparatus. They are currently made available by ongoing technology 
developments in more and more sophisticated formats. In this work, the 2D 
camera model is first derived. Based on this model, the camera calibration 
methodology, image registration and direct linear transformation (DLT), as well 
as the space coordinates’ reconstruction methodology will be introduced. At last, 
a vision-based displacement system is constructed and is used to monitor the 
motion of a frame in laboratory experiments. Instead of a self-developed 
software, those vision systems make use of commercial software to simplify the 
process of constructing a first-step vision-based displacement measurement 
system. That allows one to build its own system without going deep into the 
image processing methodologies and sophisticate programing languages. Two 
vision systems, which cover a medium range investigation area, are 
implemented in this work to monitor the vibration of two reduced-scale frames 
available in the laboratory. Several markers are placed on the positions of 
interest. An image processing procedure is used to acquire the 2D displacements 
of the markers.  
 
The thesis is organized as follows: In chapter 2, two wireless networks are 
employed to realize the wireless links for the GPS system: the potential and the 
implementation are illustrated. Experiment results corroborate the success of the 
cable replacement. Chapter 3 investigates the first LPS displacement sensors. 
The performance of an available laser distance measurement sensor is discussed 
with the assist of a wireless DAQ system. Two means are proposed to reduce 
the noise observed during the experiment: multiple reading with the help of 
signal processing and an improvement of the design of the wireless DAQ 
system. Experiment results confirm the effective of those two means. In chapter 
4, the other LPS displacement sensor approach, the vision-based LPS is studied, 
designed and implemented. Camera model and camera calibrations 
methodologies are detailed in this section. The performance of the system is 
discussed on the basis of the laboratory experiments. Conclusions and future 
works are discussed in the last chapter. 
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Chapter 2 Wireless Global Positioning System 
 
 
2.1 Introduction 
 
In the Global Positioning System (GPS), there are 32 satellites all around the 
Earth which periodically broadcast their position information. A GPS receiver 
measures its distances from at least four satellites based on the corresponding 
signal propagation time and the light speed. These four distances can also be 
expressed according to the coordinates of the GPS receiver and of the four 
satellites. Thus, four equations can be constructed. The unknowns in these 
equations are the position coordinates of the receiver (x, y, z) and the clock 
offset between the single GPS receiver and the GPS system. These four 
unknown quantities can be obtained by solving the above four equations.  
 
The GPS positioning system can work all the day providing that its antenna has 
an open view to the sky. Therefore, its use is particularly suitable in the 
long-term monitoring of the motions of high-rise buildings or the long-span 
bridges (Kijewski-Correa, Kareem et al. 2006; Casciati and Fuggini 2009; 
Wong and Ni 2009; Ni, Wong et al. 2011). Generally, the GPS antenna and the 
GPS receiver are mounted on a high position which is not sheltered to receive 
good quality signal, and the obtained positioning recorded is transmitted to a 
control display center to be further processed, displayed and archived. That 
control display center is normally a computer and must be located in a sheltered 
room. Currently, wires are universally adopted to connect the receiver and the 
control display room which significant limits the spatial distribution of the 
receiver. Therefore, in this section, the possibility of a wireless 
wire-replacement solution for long-term monitoring GPS receivers, such as the 
Leica GMX 902 and the Leica GRX 1200-pro, is discussed  
 
The GPS receiver system generally consists of six components: an antenna, a 
receiver, a processor, an input/output (I/O) interface connecting the last two 
with a control unit (a PC) and a power supply (as shown in Figure 2.1). It is 
worth noting that usually the receiver and the processor are integrated in a 
single block: thus one only sees five components. The radio-frequencies (RF) 
satellite signal is received via the antenna, which is mounted on the monitored 
object, and then in the receiver, it is down converted into intermediate 
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frequency (IF) before it is sampled as a digital signal which is correlated with an 
internally generated replica of the satellite code in order to acquire, track and 
demodulate the GPS signals. The correlation result is delivered to the processor 
which extracts the GPS raw data, (such as pseudo-range, integrated carrier 
phase, Doppler shift, satellite ephemeris), and controls the software signal 
tracking loops. The raw data is then sent via a cable to the control display center 
for being further processed by positioning algorithms to obtain position and 
velocity of the receiver which are eventually displayed.  

 

  

 

 

 

 

 

 

 
 
Presently, the connection between the receiver and the control display unit 
available on the market is of the wired type. However, wireless-replacement is 
feasible since the signal communicated between the receiver and the control 
display unit is in digital form. In addition, the power support cable could be 
another inconvenience: it is likely that nearby one of the receivers there is a 
connection to the power network, but it is also true that several receivers must 
be displayed and again several meters of electrical cables must be left in an 
aggressive environment. The power supply cable could be replaced by a battery 
in order to increase the flexibility of the system and the battery must be coupled 
with a power harvesting device able to recharge it (Casciati, Faravelli et al. 
2012).  
 
Indeed, today, there are several products of wireless GPS data logger (Solomon, 
Wagealla et al. 2002; CES 2012; Houlux 2013; Kreatit Design 2013; Sysbyte 
Telecom INC. 2013). But these products focus on providing data logger for the 
vehicle tracking and therefore low-accuracy GPS receiver is built-in. In addition, 

Antenna 

I/O Control 
display unit  

DC 
DC 

Power 
supply  

Receiver Processor 

Figure2.1 Scheme of a GPS receiver 
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either GPRS or WIFI is adopted in those ready-made data logger which means 
high power consumption. In our case, not only the communication cable, but 
also the removal of the power supply cable is pursued. Therefore, in this work, a 
low-power-consumption wireless cable replacement is implemented to transmit 
the data back to the center in real time for a GPS receiver. Long-term 
monitoring GPS receivers, such as the Leica GMX 902 and the Leica GRX 
1200-pro, are selected to test the performance of the proposed wireless links. 
Since the GRX 1200-pro supports to work by battery power supply, in this case, 
power supply only reaches the computer by a wired link and the other modules 
rely on batteries re-charged by power harvesting devices.  
 
Two wireless transceivers, the 24XStream, which provides a baud rate of 
universal asynchronous receiver and transmitter (UART) at 9600 bit per second 
(MaxStream 2006), and the CC1110, which supports a baud rate of UART at 
115200 bit per second, are then described. The power consumption of the 
system is also analyzed. Some experiments based on the coupling of the 
GMX902 with the transceiver 24XStream are first executed to check the 
feasibility of replacing the wired communication cable between the GPS 
receiver and the computer by a wireless link. Due to some unsatisfactory 
outcomes, some experiments based on the GRX 1200-pro coupled with the 
transceiver CC1110 are finally executed to check the performance of this 
second wireless solution. 
 
2.2 Leica GPS receiver system 
 
This section deals with the application of wireless transmission technology to 
long-term monitoring GPS receivers — like the Leica GMX 902 and the Leica 
GRX 1200-pro. As shown in Figure 2.2, the Leica GPS receiver system 
includes: a compact geodetic antenna (AX 1202), a receiver (GMX 902 or GRX 
1200-pro), a computer and software (GPS or GNSS Spider and GNSS QC V2.0: 
GNSS means Global Navigation Satellite System). 
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Figure2.2 The GPS receiver system for GRX 1200 (elaborated form (Leica 

Geosystems AG 2010)). 
 
The antenna is mounted on the object to be monitored and is connected with the 
receiver by a coaxial-cable through which the radio frequency signals are 
transmitted. The receiver unit acquires, tracks and demodulates the satellite 
signals and provides, through an interface, the resulting GPS raw data to the 
user client computer for being further processed by suitable software. As said, 
the receivers can be put in the roof of buildings, on the top of bridges or along 
suspended cables. Thus it is evident that to have physical links between the 
receiver and the computer is undesirable. Therefore, the interface is 
conveniently made wireless in this case. 
 

2.2.1 The interface between receiver and computer 
 
The Leica GRX1200-pro is a high-performance GNSS receiver, specially 
developed to monitor sensitive structures. It provides precise GPS dual 
frequency raw data (12 L1 + 12 L2 GPS, from 0.17 Hz up to 20 Hz), enabling 
precise data capture of fast moving objects. The data are logged into the Leica 
binary (LB2) raw data format and could be sent back to the computer via a 
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RS232 compatible interface by which the receiver also receives control 
commands from the computer. A compact flash card up to 8 GB is used to log 
data in the receiver.  
 
Table 2.1 lists the parameters of the GRX 1200-pro receiver (Leica Geosystems 
AG 2008). In the available device, the compact flash card is 32 M Bytes, which 
is sufficient for around 41 recording hours at the logging rate of 1s (according to 
Table 2.1). The data rate could be calculated as 2071bps when the data logging 
rate is 1s (the data rate will be 40kbps when the logging rate is 0.02s). 

 
Table 2. 1 Features of the GRX 1200-pro receiver. 

No. of channels 12  L1 + 12  L2 
Code and Phase 
Measurement Precision 
(irrespective whether AS 
off/on) 

Carrier phase on L1 / L2 0.2mm rms / 0.2mm 
rms 
Code (pseudorange) on L1 / L2 2cm rms / 2cm 
rms 

Accuracy (rms) with post 
processing 

Static (phase), choke ring antenna, long lines, 
long observation time : 
Horizontal: 3mm + 0.5ppm,  Vertical: 6mm + 
0.5ppm 

Position update rate 
Selectable 

0.05 sec (20Hz) to 60 secs (0.17Hz) 

Data capacity (1 GB) 1152h GPS L1 + L2 data logging at 1s rate 
17600h GPS L1+L2 data logging at 15s rate 

Note: if the standard deviation of the positioning result is a mm+b ppm (ppm: parts per 
million), the distance from the rover to the reference station is D (km). Then, the 
positioning accuracy is:  

2 2 2
D a b Dσ = ± + × , unit: mm 

 
The GMX 902 GG receiver, which is also produced by the Leica company, 
possesses similar features as the GRX 1200-pro. But in addition to GPS signals, 
it can also receive the signal from GLONASS.  GMX 902 GG provides precise 
GPS/GLONASS dual frequency raw data (14 L1 + 14 L2 GPS, 12 L1 + 12 L2 
GLONASS, up to 20 Hz), and there is not the battery power supply option. 
 

2.2.2 The power consumption of GRX 1200 
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To make the receiver able to work without power cable, its power consumption 
is discussed and self-power-supply solutions are proposed. 
 
The power consumption of GRX 1200 and its antenna AX 1202 are shown in 
Table 2.2. Inside the GRX1200, there is an interface for the battery: GEB171, 
which is a rechargeable 8000mAh/12V NiCd battery (8000mAh/12 V means 
the battery could work 1 hour if it works in the nominal voltage (12V) and the 
discharge current is 8000mA). Therefore, the receiver could work around 25 
hours with the battery (Leica Geosystems AG 2007). The work time of the 
battery must therefore be extended by adopting an energy harvesting module 
able to recharge the battery. Normally, the receiver is installed on open sky 
location in order to capture signals from enough satellites which ensure taking 
advantage of solar energy or wind energy. In some cases, e.g. the 
cable-suspended bridges, the vibration energy of the monitored structure could 
also be collected to recharge the battery (Casciati and Rossi 2007; Casciati, 
Faravelli et al. 2012).  
 
Table 2. 2  The power consumption of the GRX 1200 pro receiver system. 
 GRX 1200+ 

GNSS 
AX 1202 Total 

Voltage 12V 4.5-18V DC -- 
Current Non specified 50mA maximum -- 
Power 3.6-4 W 0.25- 1W 3.85- 5W 
 

2.2.3 Server and software 
 
The computer acts as a server on which two software tools (Leica GNSS Spider 
and GNSS QC V 2.0) are installed. 
 
Leica GNSS Spider manages single and multiple receivers and provides file 
products service (automatic data management, data compression, quality control 
and FTP service) for standard continuously operating reference station (CORS) 
applications. It supports data in the formats of RAW, RINEX and Compact 
RINEX. GNSS Spider provides continuously streamed raw data archiving or 
downloading data logged files from the receiver. The validation of the raw data, 
for quality and completeness, is performed automatically (see Figure 2.3). This 
software also offers positioning services both in real-time or post-processing. 
Through GNSS Spider, one can also read the details of the signal such as which 
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or how many satellites are tracked and their navigation information. The 
achieved data are also accessible in the computer. 
 

 
Figure2. 3 The local site server interface of the software GPS Spider. 

 
Another software tool, GNSS QC V2.0, performs an assessment of the quality 
of both the tracked satellites signals and the positioning results (Leica 
Geosystems AG 2010). 
 
2.3 Wireless GPS data logger 
 
The goal of this section is to illustrate how one moves from Figure 2.1 to Figure 
2.4. Two wireless transceivers, 24XStream and CC1110, are employed toward 
this cable replacement. 
 
First, a wireless data logger is implemented using the transceiver24XStream to 
communicate between the Leica GMX 902 and the computer for performing a 
feasibility study. The specifications of 24XStream are illustrated in Table 2.3. It 
supports a 9600 bps data rate within 180 meters. A variety of network 
topologies could be realized based on the 24XStream: peer-to-peer, 
point-to-multipoint, and point-to-point. At the meantime, it offers the Hopping 
Channel Command by which different sub-networks could have different 
hopping channel numbers and they can communicate in parallel.  In addition, 
the 24XStream could be configured as a repeater through which the signal 
received will be passed and the communication range is increased. In this way, 
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all these features enable the 24XStream as adequate to be adopted for building a 
flexible network. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

2.3.1 24XStream 
 
Table 2. 3 Properties of the 24XStream RF Module (with 9600 bps throughput 
data rate) 
Urban communication 

Range 
Up to 180 m for single hop  

Supply Voltage 5V DC 
Receive/Transmit/ 

Power Down Current 
80 mA/ 150 mA/ < 26 uA 

Frequency Range 2.4000 – 2.4835 GHz 
Spread Spectrum Frequency Hopping, Wide band FM modulator 

Network Topology Peer-to-Peer, Point-to-Multipoint, Point-to-Point 
Channel Capacity 7 hop sequences share 25 frequencies 

Serial Data Interface CMOS UART 
 
The 24XStream RF Module is designed as an easy-to-use wireless solution that 
yields reliable, long range and low cost wireless links. It communicates with its 
controller via the Universal Asynchronous Receiver/Transmitter (UART) 
interface (Figure 2.5). It is worth to noting that, one protocol conversion 
Integrate Circuit (IC), MAC3161, is employed to enable the communication 
between the 24XStream and the computer since the signal from the 24Xstream 
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Figure2. 4 The objective of the wireless connection for the GPS system. 
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side is at a complementary-metal oxide-semiconductor (CMOS) compatible 
voltage (in which logic “1” is at -3V, logic “0” is at 3V) and the signal from 
computer side is at a recommended- standard (RS) 232 compatible voltage (in 
which logic “1” is at -15V, logic “0” is at 15V). 
 

 
Figure2. 5 24XStream wireless links. 

 

 
Figure2. 6 X-CTU display window. 

 
The parameters of the 24XStream, such as the baud rate of RS 232 or the 
address of the wireless module, can be configured through the software tool 
X-CTU by AT commands (Figure 2.6) (Digi International 2008).  
 
After being powered on, the 24XStream initializes itself and enters the normal 
operation processes: idle, receive, transmit, sleep or command. That module 
works in simplex mode which means it can only be in one mode at any moment, 
i.e. it can either receive or transmit at one time. When 24XStream is applied to 
replace the RS232 connection, this simplex mode may prevent the system from 
working correctly if the channel is occupied by one direction, such as by the 
transmitting from GPS receiver to the computer: In that case, the command 
from computer to the receiver would never find its chance to be transmitted. To 
address this problem, 24XStream introduces a streaming limit configuration (so 
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called TT Command) for limiting the maximum number of bytes that can be 
sent by the module in one transmission event. This avoids the indefinite 
occupation of the channel and therefore in this way one simulates the duplex 
mode of RS232.  
 
Another noteworthy point is that the baud rate of the interface between the GPS 
receiver and the connected wireless module should be lower than the data rate 
of the wireless link (Casciati and Wu 2011b). If the data which arrive at the 
wireless module are not able to be transmitted in time, they will be cached in the 
wireless module’s memory. Data loss occurs when the memory is overflow due 
to the continuously arriving data stream. The wireless data rate of the 
24XStream transceiver is 9600 bps, therefore the baud rate of the interface 
between GPS receiver and wireless module is set to be 4800bps. 
 

2.3.2 CC1110 
 
Another wireless transceiver was developed: it is based on CC1110 and the 
software was programmed to fulfill the cable-replacement task for the GRX 
1200-pro system. The baud rate cannot be set in the GRX 1200-pro, but the 
transmitting rate of the CC1110 is compatible with the receiver properties. 
Since the CC1110 wireless module accesses the link by a frequency division 
multiplexing (FDM) technology (Casciati, Faravelli et al. 2009), different 
modules can transmit signals using different frequency channels at the same 
time and the communication of several GPS receivers to the computer is 
ensured.  
 
The CC1110 is a low-power RF system-on-chip (SoC) with microcontrol unit 
(MCU), memory and transceiver. It has 32 kB of in-system flash memory and 4 
kB of RAM, data rate up to 500 k Baud and transmission power up to +10 dBm 
(decibel mW). All these components are programmable. The frequency range 
adopted in the present application is one of the ISM frequency: 433MHz. 
CC1110 supports the use of DMA (direct memory access) for both receiver and 
transmitter proceedings which minimizes the requirement of CPU intervention. 
This spares the CPU from the transmission and the reception processes and 
enables power saving. The line-of-sight communication range of the CC1110 is 
around 150m.Figure 2.7 is the block diagram of the wireless GPS system. The 
signal from the GPS receiver is transmitted to the radio transceiver CC1110 
through a UART-RS232 bridge, SP3223, which converts the RS232 signal into 
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a UART signal and vice versa. On the computer side, there is another 
transceiver CC1110 connected with the computer by a USB-UART bridge.  
The main tasks of the CC1110 connected to the GPS receiver are to receive data 
from the GPS receiver via UART, and to receive commands from or to transmit 
data back to the CC1110 connected with the computer. Therefore, the flow chart 
of the embedded program in CC1110 can be illustrated from Figure 2.8-Figure 
2.10.  
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Figure2. 7 The block diagram of the wireless GPS system. 
 

Figure2. 8 Main loop. 
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Figure 2.8 is the main loop of the program. Figure 2.9(a) illustrates the data 
reception interrupt service routine (ISR) both in the Radio or UART. Figure 
2.9(b) shows the routine of radio send. 
 
 
 
 
 
 
 
 
 
 
 
 
 
            (a)                           (b) 
 
   

Start 
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DMA UART transmit 
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Start UART transmit DMA 
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Start 

Save the received 
data into UART 
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Figure2. 9 (a) Radio reception interrupt service routine (ISR),(b) UART receive 
ISR. 
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2.3.3 Power consumption of CC1110 
 
The power consumption of the wireless transceiver and the UART module are 
shown in Table 2.4 (Texas Instruments 2007). The capacity of a common AAA 
size Battery is 1175mAh/ 1.5V, two of which allow the wireless transceiver and 
interface adapter work for nearly 34.6 hours. 
 
Table 2. 4 Power consumption of the wireless transceiver based on the CC1110 
 Voltage Current Power consumption 
CC1110 3.0 V 20.5(RX)/33.3(TX) mA 61.5/ 100 mW 
SP3223 3.0 V 1mA 3mW 
 
2.4 Experiment  
 
To verify the performance and the reliability of these two wireless links 
(24XStream and CC1110,) for Leica system, several experiments were 
conducted. It is worth noticing that in this case laboratory experiments are 
precluded since the GPS receivers must have open sky visibility. The antenna of 
the GPS receiver is installed on the roof of a three-story building. 
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Figure2. 10 Radio send. 
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Figure2. 11 The real-time tracking result of the GPS receiver. 

 
In the first experiment, two 24XStream modules are used. One 24XStream is 
connected with the GPS receiver and the other one is connected with the 
computer. The baud rate is set to be 9600 bps and the data logged rate in the 
GPS receiver is 1Hz. The wireless module works without streaming limit. 
GNSS Spider is configured to manage the data received by the computer: one 
can also read the data received percent (Figure 2.3), the tracking progress 
(Figure 2.11) and the real time positioning result (Figure 2.12). Then the 
completeness of the archived data is examined by the GNSS QC 2.0. Figure 
2.13 shows the quality report given by GNSS QC 2.0 which includes the file 
details, station details and session summary among other items. Since the data 
reached back to the computer via wireless link passed the quality check, the 
feasibility of the wireless link is confirmed. But when the logged rate is set to 
0.5s, the capacity of serving as a wireless data link of the 24XStream is small 
and that gives rise to improperly working situations, like the failure of the 
connection or a high data lose rate. Therefore, another wireless link, based on 
CC1110, is introduced. 
 
Moreover, the power support cable of the GMX902 could not be removed since 
it can only work with power support cable (Leica Geosystems AG 2007). 
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Therefore, another GPS receiver, GRX 1200-pro, which is also produced by 
Leica and comes with a battery power support, is adopted. 
 

 
Figure2. 12 The real time tracking and positioning results of the GPS receiver. 

 

 
Figure2. 13 The quality check report from GNSS QC V2.0. 
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Figure2. 14 The raw data status of GRX 1200-pro (by GNSS SPIDER 

software). 

 
Figure2. 15 The quality check report (by GNSS QC V2.0). 

 
A further experiment in which the logged rate of GPS receiver is 0.2s is carried 
out for the new wireless link. Please, note that GPS receivers are used today in 
monitoring structures of relatively high own period and hence a sample rate of 
5Hz is enough to monitor the vibration of the structure. Figure 2.14 is the raw 
data status of the receiver, by which one can see that the wireless UART works 
properly. Since there is a receive gap at the beginning, the data received rate is 
97.5% instead of 100%.  Then the archived data is sent to the quality check of 
GNSS QC V2.0, which shows that the data are satisfactorily transmitted (Figure 
2.15). Figure 2.16 shows the real-time tracked satellites. 
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The results show that this replacement is feasible. Two types of wireless module, 
the 24XStream and the CC1110 were utilized for the cable replacement. The 
experiment results showed that the link between the block antenna-receiver and 
the computer can be successfully replaced by a wireless connection under 
indoor environment even though the wireless signal is affected by multipath and 
deep attenuation.  
 

 
Figure2. 16 The real-time tracked satellites (by GNSS Spider). 
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Chapter 3 Wireless Laser-based Local Positioning System 
 
 
3.1 Introduction 
 
In structural monitoring, displacement measurements play an important role 
since the displacements are explicitly related to the strains and hence to the 
stress. Laser sensors could be a good alternative for indoor displacement 
measurement since the laser possesses a monochromatic character (the term 
"laser" originated as an acronym for Light Amplification by Stimulated 
Emission of Radiation). The emitted laser light is notable for its high degree of 
spatial coherence which is typically expressed through the output, being a 
narrow beam with limited diffraction. Therefore, there is not multipath error in 
the laser system. In addition, the light can be launched into a beam of very low 
divergence in order to concentrate the power at a large distance. These special 
features let laser distance measurement sensors to be universally applied.  
 
There is a variety of techniques utilized for laser distance measurement (Plessis 
2008): (1) time-of-flight (TOF); (2) triangulation; (3) phase-shift; (4) frequency 
modulated continuous wave (FMCW); (5) displacement measuring 
interferometry (DMI). In the TOF distance measurement, a short laser pulse is 
projected to a target. The time the pulse takes to travel forward and backward is 
measured. The distance to the target is calculated from the TOF and the speed 
of the light in the medium. In the triangulation techniques, the distance to a 
point, or the coordinates of a point, are found by using the known relationships 
of angles and sides in a triangle. In the phase-shift measurement, the laser signal 
is modulated and the phase-shift between transmitted and received signals is 
measured: it is proportional to the signal travel time (Wang and Xu 2003). In 
the FMCW technique, the difference of time is converted into (as well as it is 
amplified into) a frequency difference which could be easily measured (Casciati 
and Wu 2010). DMI uses the interference between two light beams to determine 
the displacement of an object. It could provide displacement measurement 
accuracy as high as from pm to nm when  using the modular vibrometer 
system OFV-5000 from Polytec for example, but the maximum full scale 
displacement measurement range is relatively small: ±82mm (Polytec 2012). 
However, they are very expensive. Regular-reflective laser sensors, which bases 
on the triangulation principle, can provides high accuracy for displacement 

http://en.wikipedia.org/wiki/Acronym
http://en.wikipedia.org/wiki/Coherence_(physics)
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measurement, such as OMRON Z4M-S100 which provides a resolution of 
0.008 mm within a measurement distance of 100±40 mm(OMRON 2013). But 
their accuracy is affected by the angles of inclination at the measurement point 
or by the materials of the monitored objects (OMRON 2013). Contrarily, the 
laser sensor based on TOF can work in longer distance and provides stable 
accuracy for different materials of monitored objects and is insensitive to 
external light influences. Therefore, in this study, the laser sensor, 
YT89MGV80, available in the laboratory, was adopted. 
 
Along this section, emphasis is also put on the noise of the wireless data 
acquisition device. As aforementioned, a cable can be a technical problem for 
the field experiment and a wireless sensor is preferred. Up to now, several 
wireless solutions have been proposed, such as the Stanford unit, Illinois Imote2, 
EMPA, Narada, MicroStrain, WiseSPOT and XMU unit (Chen 2011). But none 
of them provide flexible interface solution to currently universally utilized 
sensors which cannot really solve the technical problem. Moreover, they didn’t 
address on the problem of noise introduced by the wireless sensor and cannot 
provide comparable accuracy to a wired system. This further limits their 
application onto the field experiment. Therefore, new wireless sensor systems 
were designed at the University of Pavia to provide flexible electrical interface 
and communication interface to universal utilized sensors (Chen 2011). Based 
on the results of laboratory tests, the second version of wireless sensing system 
was designed to further reduce the noise and improve the system stability. The 
resulting system is then suitable for field experiments and long-term 
monitoring. 
 
This section investigates the possibility of increasing the accuracy of the 
wireless laser sensor. The wireless sensing unit is utilized to collect the data 
from laser sensor. The noise introduced by this wireless data acquisition system 
is assessed and several methods to mitigate the noise floor of both laser sensor 
and wireless sensing unit, such as signal processing based on multiple readings 
and the statistic characteristics of noise, and low noise design of the hardware 
circuit, were introduced.  
 
3.2 Hardware of the wireless laser-based LPS unit 
 
Figure 3.1 demonstrate the diagram of the wireless laser sensor. As one can see, 
the wireless laser sensor is composed of six modules: sensors, signal 
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conditioning module (adjustable amplifier and filters for each channel of signal), 
the analogue to digital converter (ADC) module, Microcontroller unit (MCU) 
and Static random-access memory(SRAM) module, wireless transmitter module, 
and power supply and management module. 
 

 

 

 

 

 

 

 

 
Figure3. 1 Diagram of the wireless signal collection board 

 
 
In addition to the signals from the two laser sensors, named L1 and L2, the 
signal of the shaking table embedded LVDT (whose output is from -10V to 
+10V, corresponding to movement ranges from -75mm to +75mm), is also 
collected by the wireless data acquisition system.  
 
Since the vibration to be measured could be relatively small, one adjustable 
amplifier is designed for each channel. Actual signals have finite duration 
and their frequency content, as defined by the Fourier transform, has no 
upper bound. Some amount of aliasing always occurs when such functions 
are sampled. That means the unwanted signal whose frequencies are higher 
than the Nyquist frequency (equal to fs/2, half of the sample frequency) will 
be projected into the 0~ Nyquist frequency domain and cause aliasing. For 
this reason, a low-pass filter is designed for each channel to remove this high 
frequency signal before the signal is sent to the ADC module to obtain a 
series of 16-bit digital records. Normally, a voltage offset circuit is also 
demanded to make the sensor output to be electrical compatible with the 
input of ADC. For example, the output of the ADC is from 0 to 0xFFFF 

http://en.wikipedia.org/wiki/Static_random-access_memory
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which corresponds to the input from Vref -2.5V to Vref +2.5V (Vref means 
reference signal). Given that the output of the laser sensor centers at 5V, the 
reference signal of the laser-sensor channels is set at 5V by a voltage offset 
circuit. The output of the LVDT centers at 0V: thence, the reference signal 
of the LVDT channel is set to be 0V.  
 
The resolution is one important character one should consider when choosing 
the ADC unit. The resolution of the ADC must be good enough to discriminate 
the minimum changes one want to measure (Lockhart 2013) and the input 
voltage range of the ADC unit must be compatible with the output of the sensor 
it measures. In this wireless sensing system, a 16bits analogue-to-digital 
converter (ADC) is used. 
 
The behavior of the ADC is controlled by a MCU and the resulting digital 
signals are cached in the SRAM to be sent to the storage computer by a wireless 
link. They are finally processed by Matlab.  
 

3.2.1 The laser sensor YT89MGV80 
 
The laser displacement sensor adopted in this case study is the YT89MGV80 
which converts the distance from the sensor to a target object into a voltage 
output. Table 3.1 summarizes its properties: Static sensitivity, Linearity, 
Resolution, Working range, Temperature drift and Cut-Off Frequency. The 
“Static sensitivity” is defined as the ratio between the voltage output range and 
the magnitude of the mechanical input. In this case the voltage output is from 0 
to 10 Volt while the mechanical input is 3000mm (centered at the “measuring 
distance”). Hence, the static sensitivity is 3.33mV/mm. The term “Linearity” 
denotes the maximum deviation of the calibration curve of the instrument from 
a straight line. For YT89MGV80, it is equal to 1.5%. With the purpose of 
minimizing the linearity deviation, when measuring the vibration of an object, 
one should ensure that the static distance from the laser sensor to the object is as 
close as possible to the “measuring distance” (as shown in Figure 3.2, the output 
of the YT89MGV80 at the “measuring distance”, is adjustable in a range of 
±200mm from 2000mm, is 5V). The “Resolution” is equal to 1mm: it is defined 
as the smallest measurable change in the size of the entry signal. Therefore, if 
one intends to convert the signal output from this laser sensor into a digital 
signal and to achieve the same nominal resolution, the ADC should be adequate 
to distinguish the smallest measureable change in the output of the laser sensor: 
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1mm, i.e., 3.33mV. As one can see, the “Working range” is from 300 to 
3700mm, and the Cut-Off Frequency, which means the frequency response 
boundary of this laser sensor at which energy flowing through the system 
begins to be reduced, attenuated or reflected, rather than passing through, is 
60Hz.  
 
Table3. 1 The properties of YT89MGV80 
Index Static 

sensitivity 

Linearity Resolution Working 

range 

Temperature 

drift 

Cut-Off 

Frequency 

Value 3.33mV/ 

mm 

1.5% 1mm 300-3700mm < 2 mm/°C 60 Hz 

 

 
Figure3. 2 Sensing range of the YT89MGV80.  
Note：The ordinate a is the analogue voltage output from 0V to 10V; along the 
abscissa, b is the measuring distance (2000mm), c is the measuring range 
adjustment (±200mm), d is the measuring range (3000mm, i.e., from 
500(±200mm) to 3500mm(±200mm)). 
 
In this work, the performance of the YT89MGV80 laser sensor is studied by the 
wireless sampling and transmission units. Two YT89MGV80 are utilized to 
improve its accuracy by taking the advantage of the correlation of the noises in 
two different laser sensors. The first sensor is pointed at an object at rest while 
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the second sensor is pointed at an object which is fixed on a shaking table.   
The chance improving the accuracy is investigated. 
 

3.2.2 The first version of wireless DAQ system 
 
A wireless sensor node is usually composed of sensor, signal conditioner, 
analog to digital converter, microcontroller, RF transceiver and power 
management module. As shown in Fig. 3.3, the wireless sensing unit designed 
by UNIPV consists of three amplifiers (AD620B) for three input channels, a 
4-channel anti-aliasing Bessel filter, a 4-channel 16 bits ADC (ADS8343), a 
System on Chip (SoC) RF transceiver (CC1110), and a multiple outputs power 
management module with a 4.5Volts batteries power supply. The amplifier role 
is to amplify the analog signal output from the sensor. The amplification can 
indirectly help to improve the sampled signal resolution. Thus, a relatively 
lower resolution ADC is adequate. In addition, a low-pass filter is required to 
avoid the aliasing when there are signal components with frequency higher than 
half the ADC sampling frequency. In this work, a 5 order Anti-aliasing Bessel 
filter is utilized. The ADC role is to convert an analog signal into a digital series 
for consequent data processing algorithm. The SoC RF transceiver CC1110 
includes not only a RF transceiver which is for RF wireless communication, but 
also a 8051 integrated microcontroller, such that another external 
microcontroller is not necessary. The microcontroller controls the activities of 
the wireless sensing unit through executing the embedded program. The RF 
transceiver (CC1110) adopted in this wireless sensing unit operates in ISM 
sub-1GHz instead of 2.4GHz, and uses its proprietary communication protocol 
instead of the commonly used standard ZigBee.  
 
As a cable-replacement solution, the UNIVP wireless unit is designed to have 
flexible electrical interface with various laboratory existing sensors. Therefore 
the power management and signal conditioning modules are stressed. There are 
several power supply outputs in the power management module, including 
±12V, +5V and +3.3V. The output of ±12V power supplies are adjustable in a 
wide range, (The output voltage of the +12V power supply can be adjusted from 
input voltage up to +28V; The output voltage of the -12V power can be adjusted 
from -1V to -16V). The diagram of the power management module is illustrated 
in Fig. 3.4. The power management is implemented by 1 electronic switch 
(AO3401), 1 ultralow noise voltage reference (ADP431), and two types of 
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voltage regulators: LDO (low dropout regulator, MCP1700) and switching 
regulators (MAX1722, MAX618 and MAX765). 
 

 
 

 
Figure3. 3 Component level block diagram (Top) and prototype (Bottom) of 

the wireless sensing unit 
 

The batteries directly supply power to the first +3.3V LDO regulator for the 
SoC RF transceiver CC1110, and supply power to other regulators through the 
electronic switch which is controlled by the microcontroller inside CC1110. 
Therefore, only the power supply of CC1110 is not switchable, since it is the 
controller of the whole unit.  
 
The 5.0V voltage supply is for filter and ADC which are sensitive to noise, so 
that it is implemented by a switching regulator MAX1722, which has a 
switching noise, followed by a second +5.0V LDO MCP1700 which acts as an 
active filter to filter the noise.  
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Figure3. 4 Block Diagram of the Power management. 
  

When the electronic switch is off, in the wireless sensor only the CC1110 is 
powered.  The overall supply current from the batteries consists of the 
quiescent current of the MCP1700 (only 1.6µA) and current drawn by the 
CC1110 which has 4 power modes (PM).  In PM2, the current supply is only 
0.5µA and the microcontroller can be woken up by the internal timer. Figure 3.5 
is the prototype of the power management module. 
 

 
Figure3. 5 Prototype of the Power Management Module. 
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The PMOS (P-Channel MOSFET, metal-oxide-semiconductor field-effect 
transistor) power transistor AO3401 is used as electronic switch which can 
completely cut off the power supplies of sensor and some components of the 
sensing unit so as to minimize the power consumption when the wireless sensor 
is in sleep mode. The symbol of AO3401 is shown in Figure 3.6 where G is the 
gate for control, D is the drain and S is the source. In a sensing unit, S is directly 
connected to batteries, D is directly connected to the input of the switching 
regulators, and G is connected to the output pin of the CC1110. When G is 
pulled down to 0V, the channel between S and D will be open. When G is 
pulled up close to the voltage of the batteries, the channel between S and D will 
be closed.  

 

 
Figure3. 6 the PMOS AO3401 

 
3.2.3 The updated version of the wireless DAQ system  

 
One of the problems which are often encountered in wireless sensor links is the 
noise caused by the radio activity which requires a relative high current 
consumption. For example, if the radio sends data packet every 200ms, it might 
cause a spike noise of 5Hz in the power supply of the radio. In some way, the 
noise may be coupled to the amplifier in the signal chain especially when the 
gain is high, and then deteriorate the sampled signal, as one can see from Fig. 
3.13. This problem is addressed from 3 aspects in the hardware design of this 
wireless sensor link.  
 
Firstly, the analog ground path is completely separated from the digital ground 
path. Separating analogue and digital ground generally has to do with return 
currents and ground noise. Even though one considers GROUND as having 
zero impedance, it is a wire like anything else. Even ground planes have some 
impedance, and so currents flowing through these grounds cause voltage drops 
in the planes. Therefore, the digital circuit noise can get to the analogue signal 
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path if one does not separate grounding systems for digital and analogue parts 
(which are interconnected only in one place). Digital grounds are invariably 
noisier than analog grounds because of the switching noise generated in digital 
chips when they change state. For large current transients, PCB (Printed Circuit 
Board) trace inductances causes voltage drops between various ground points 
on the board (also known as "ground bounce"). Ground bounce translates into 
varying voltage level bounce on signal lines. For digital lines this is not a 
problem unless it crosses a logic threshold. For analog it's just plain noise to be 
added to the sampled signals. That is especially important for building an 
analogue to digital converter circuit, since the introduced noise will 
significantly reduce the resolution. The Analog-Ground (AGND) and 
Digital-Ground (DGND) pins of the ADC IC should connect to the analogue 
ground, preferably with it flooded under the whole IC package. Otherwise, 
noise on the DGND pin from the digital supply will get injected into the 
analogue section inside the IC.  The analogue and digital grounds are 
connected together only in one single well-designed place. Besides, two 
completely separated power supplies are utilized for analogue circuit and digital 
circuit, which allow switching currents to be separated and optimized for each 
regulator, thus having analog power supply of low noise. 
 
Secondly, an LC filter, which consists of an inductor (L) and a capacitor (C), is 
adopted in both the voltage regulators for analog and digital circuits to further 
filter out the ground bounce currents.  
 
Lastly, low noise voltage regulators are adopted in the analog circuits.  
 
In these ways, noise in analogue circuit is greatly reduced, as one can see from 
Fig.3.14 (Casciati, Faravelli et al. 2012).  
 
In addition, a new wireless transceiver CC2430 is adopted in the new version of 
the wireless unit. Programmable gain of amplifier module and programmable 
switch off/on of different power supply module are also designed to facilitate 
the utilization of this new wireless sensing unit. 
 
3.3 Firmware design of the wireless sensing unit 
 
The embedded firmware is developed by C language in the integrated 
development environment IAR Embedded Workbench. The firmware mainly 
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includes communication module, sampling module, command modules. Figures 
3.7 and 3.8 are the flowcharts corresponding to transmitting and receiving data. 
An acknowledgement and retry mechanism is used to ensure that a data packet 
is successfully received by the receiver.  
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Figure3. 7 Transmitting a packet in reliable mode 
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Figure 3.9 is the wireless sensing unit software flowchart. The wireless sensing 
unit mainly performs three tasks: waiting for a start and stop sampling 
command in command channel, sampling the signal in a timer interrupt service 
routine, transmitting the sampled data to the base station unit in data channel. 
Indeed, each wireless sensing unit has two operating channels, its own data 
channel and the common command channel. As shown in Fig. 3.10, the wireless 
sensing units stay in command channel RX mode waiting for the starting 
sampling command from the command unit. Once they receive the start 
command, they turn on a timer designated for ADC. In the timer interrupt 
service routine, the signal sampling is executed by ADC to acquire the data 
which are then saved in a data buffer. When the data number in the buffer 
exceeds a threshold, the wireless sensing unit will pack the data into a data 
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packet, enter data channel TX mode and then transmit the packet to the 
corresponding base station unit by the reliable communication mode. Once the  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

packet is sent out, the wireless sensing units will switch to the command 
channel waiting for the stop sampling command. When a stop sampling 
command is received, the wireless sensing unit will turn of the ADC timer and 
will stay in command channel RX mode waiting for the start sampling 
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command. The start/stop sampling command is broadcast in command channel 
through the unreliable mode. 

 

 
Figure3. 10 Command Unit firmware flowchart 

 
Fig. 3.10 is the flowchart of software of the command unit. The command unit 
is designed to manually start, stop and synchronize wireless data acquisition 
from the sensors. It operates in a preset command channel and has two buttons, 
one is for starting sampling and the other one is for stopping sampling. Each 
wireless sensor will switch to the command channel right after finishing 
transmitting a data packet to its base station unit, and will return to its private 
channel when a new data packet is ready to be sent.  
 
 Signal Processing Methods 
 
Comparing with a wired DAQ system, a wireless DAQ system is often regarded 
as characterized by a larger circuit noise and with lower signal resolution and 
quality. This further limits the application of a wireless DAQ system. In this 
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subsection, the cause of circuit noise is analyzed and then several signal 
processing methods are proposed and are proven to be effective. 
 

3.4.1 The noise in wireless DAQ system 
 
Thermal noise, which is caused by Brownian motion of electrons due to the 
circuit temperature, is present in any passive resistor above absolute zero 
temperature and represents a major limitation on the performance of most 
electronic circuits (Robinson 1962; Schreier, Silva et al. 2005). The thermal 
noise of a resistor R was first observed and explained in the early days of radio 
age by Johnson and Nyquist. Consider a resistor R in parallel with a capacitor C. 
As a result of the random thermal agitation of the electrons in the resistor, the 
capacitor will be charged and discharged at random. The average energy stored 
in the capacitor will be as Equation (3.1): 
 

1
2
𝐶𝑉2���� =  

1
2
𝑘𝐵𝑇                                                   (3.1) 

 
Where C is the lead capacitance of the equivalent circuit of the resistor of 
resistance R (Ω) and V2����is the mean-square value of the voltage fluctuation 
impressed across the capacitor, kB is the Boltzmann's constant (equal to 
1.38×10-23 J/K) and T is the temperature of the circuit (K).  
 
According to Nyquist's Theorem (Johnson 1928; Nyquist 1928), the one-sided 
noise power spectral density, or noise voltage variance (mean square) per hertz 
of bandwidth 𝑣𝑛2���, is given by Equation (3.2) 
 

𝑣𝑛2��� = 4𝑘𝐵𝑇𝑅                                                   (3.2) 
 
which means the spectral density is no frequency dependent. Noise with such a 
spectrum is called white noises. Its’ samples are regarded as a sequence of 
serially uncorrelated random variables with zero mean and finite variance. In 
addition, according to the central limit theorem (CLT) (Paulauskas and 
Rackauskas 1989), the amplitude distribution of thermal noise is Gaussian, 
therefore it is called Gaussian white noise. This thermal noise is uncorrelated 
with the useful signal and therefore is additive noise. This noise contains equal 
power within any frequency band with a fixed width, therefore it possesses 
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relatively high power in the high frequency domain and introduces high 
frequency disturbance into the useful signal which reduces the resolution of the 
ADC result. Three methods to suppress this kind of noises and therefore 
increase the signal-noise-ratio (SNR) are discussed in this subsection: moving 
average filter, Gaussian filter and spectral subtraction filter. 
 

3.4.2 Moving average filter 
 
As said, the thermal noise is a white noise with zero mean and finite variance. 
Providing a sequence of independent samples of this noise, the mean will 
approach to 0 as the number of samples approaches infinite. Therefore, moving 
average filter can reduce the random noise while retaining a sharp step response. 
As the name implies, the moving average filter operates by averaging a number 
of points from the input signal to produce each point in the output signal. In 
equation form, this is written: (Smith 1997) 
 

𝑦[𝑖] =
1
𝑀
� 𝑥[𝑖 + 𝑗]
𝑀−1

𝑗=0

                                       (3.3) 

 
Where x [ ] is the input signal, y [ ] is the output signal, and M is the number of 
points in the average window. The increasing of M will increase the filter 
performance at the cost of more calculations and more time delay. The moving 
average filter acts as a low-pass filter whose roll-off is very slow and the stop 
band attenuation is ghastly. Clearly, the moving average filter cannot separate 
one band of frequencies from another. Indeed, a good performance in the time 
domain results in a poor performance in the frequency domain, and vice versa. 
In short, the moving average is an exceptionally good smoothing filter (the 
action in the time domain), but an exceptionally bad low-pass filter (the action 
in the frequency domain). Its’ frequency response is mathematically described 
as Equation (3.4) and is shown on Figure 3.11(Smith 1997). 
 

𝐻[𝑓] =
sin (𝜋𝑓𝑀)
𝑀𝑠𝑖𝑛(𝜋𝑓)

                                         (3.4) 

 

http://en.wikipedia.org/wiki/Mean_(statistics)
http://en.wikipedia.org/wiki/Variance
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Figure3. 11 Frequency response of the moving average filter 

 
3.4.3 Gaussian filter 

As said, the thermal noise is a Gaussian white noise. It has been proven that the 
additive white Gaussian noise (AWGN) contaminating a signal can be better 
filtered by using a Gaussian filter with specific characteristics (Kopparapu and 
Satish 2011).  
 
A Gaussian filter is a filter whose impulse response is a Gaussian function, as 
described by Equation (3.5).  
 

𝐺(𝑥) =
1

√2𝜋𝜎
𝑒−

𝑥2
2𝜎2                                          (3.5)  

 
Where G(x) is the impulse response, σ is the standard deviation of the 
distribution, while the mean is assumed to be zero.  
 
Gaussian filters have the properties of having no overshoot to a step function 
input while minimizing the rise and fall time. Mathematically, a Gaussian filter 
modifies the input signal by convolution with a Gaussian function. Since the 
digital signal is stored as a collection of discrete samples, one needs to produce 
a discrete approximation to the Gaussian function before the convolution can be 
performed. In theory, the Gaussian distribution is non-zero everywhere, which 
would require an infinitely large convolution kernel, but in practice it is 

http://en.wikipedia.org/wiki/Filter_(signal_processing)
http://en.wikipedia.org/wiki/Impulse_response
http://en.wikipedia.org/wiki/Gaussian_function
http://en.wikipedia.org/wiki/Convolution
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effectively zero more than about three standard deviations from the mean, and 
so one can truncate the kernel at this point. Moreover, one can optimize the size 
of the convolution kernel according to the noise statistics to balance the filter 
effect and the amount of calculation. 
 

3.4.4 Spectral subtraction methods 
 
The previous two kinds of filter are mainly filtering the signal in the time 
domain. They work like a low-pass filter and improve the signal to noise ratio 
(SNR) through filtering out the high-frequency noise but not the low-frequency 
noise. According to the filtering characteristics, they even slightly magnify the 
low frequency noise and this brings distortion to the signal. As said, the thermal 
noise is white noise which is an additive uncorrelated noise to the useful signal. 
Therefore, the noise and the useful signal can be processed separately. The idea 
of spectral subtraction is that: one first obtains the estimated power spectrum of 
the noise and then subtracts it by the contaminating signal to obtain the pure 
signal. Spectral subtraction is universally applied to suppress the acoustic noise 
(Boll 1979; MARTIN 1994; Bing-yin, Yan et al. 2009; Waddi, Pandey et al. 
2013). 
 
Between 1950s and 1970s, Howells and Applebaum et al. (Howells 1965; 
Applebaum 1976) designed and built a system for antenna sidelobe cancelling 
that used a reference input derived from an auxiliary antenna and a simple 
two-weight adaptive filter (Widrow, Glover et al. 1975). The noise nl acquired 
from the auxiliary antenna is filtered to produce an output y that is as close a 
replica as possible of the noise no which is added on to the useful signal s. This 
output is subtracted from the primary input s + no to produce the system output 
z = s + no - y. In his case, the characteristics of the transmission paths (between 
the signal receiver antenna and the auxiliary antenna) are unknown or known 
only approximately and are seldom of a fixed nature, which will reduce the 
effective of the subtraction. Moreover, sometimes a secondary channel is not 
available. Therefore, based on the assumption that the characteristic of the noise 
is steady during a period of time, modified spectral subtraction based on 
estimating the noise during period when no useful signal is present in the input 
signal was proposed (Virag 1999).  
 
Spectral subtraction is employed in the indirect measurement of bridge 
frequencies through two connected vehicles passing through the bridge, to 
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eliminate the blurring effect of surface roughness (Yang, Li et al. 2012). From 
the numerical study, this response-processing algorithm is verified to be feasible. 
Such direct subtraction of spectrum works since the blurring effect of the bridge 
surface roughness is a deterministic process.  
 
When the noise is a random process, this subtraction should be executed 
carefully since subtracting noise from a received signal would seem to be a 
dangerous procedure. If done improperly it could result in an increase in output 
noise power (Widrow, Glover et al. 1975). That is because the noise in the finite 
length signal is approximated white noise and its spectrum cannot be predicted 
precisely. Direct spectral subtraction can sometimes be helpless to suppress the 
noise if the absolute value of the residual is larger than the minuend. 
Nevertheless, even though one cannot predict the actual spectrum of the noise, 
one can predict the statistics such as the mean and variance of the noise 
spectrum. Therefore, in this work, a spectrum subtraction method is proposed to 
improve the resolution of laser sensors based on the statistics of estimated noise: 
mean and variance.  
 
In this case, a secondary channel of input is easily acquired and one can also 
assume the thermal noise within the two laser sensor is steady during a relative 
long period. Therefore, two laser sensors, L1 and L2, are utilized: L1 aims to a 
static object and works as a reference channel while L2 aims to a dynamic 
object to measure its movement. One first calculates the mean of the spectrum 
of L1 plus 5 times of its standard deviations, the values in the spectrum of L2 
lower than the values in the spectrum of L1 are replaced by 0.  
 
3.5 Experimental validation 
 
The experiments reported in this section aims to study and find the route to 
improve the performance of the wireless laser sensor, both static and dynamic. 
 
In the static experiments, the noise floor of the first version of the wireless DAQ 
system is studied. As said, in order to reduce the noise coupled with the digital 
module, the analog ground path in the PCB is completely separated from the 
digital ground path. The performance of the updated version of the wireless 
DAQ is tested. As one of the primary error sources, the temperature drift, which 
greatly affects the performance of the laser sensor during long-term monitoring, 
is also studied.  
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The dynamic performance of the laser sensor is also studied. Signal processing 
methods, including moving average filter, Gaussian filter and spectral 
subtraction, are utilized to improve the dynamic performance of laser sensor. 
 

3.5.1 Static experiments 
 
In this section, some experiments are carried out in order to study the noise 
floor of the wireless laser sensor and the efficiency of the proposed solution.  
 
The first version of the wireless DAQ is utilized in the first experiment. Figure 
3.12 displays the noises of both the wireless DAQ (red) and the wireless laser 
sensor (blue) and their spectrum. One can find out that the two noises are very 
close which means that the noise of this wireless laser sensor mainly 
contributed by the wireless DAQ system. Some regular spurious frequencies 
can be read from their spectra, which are at 5Hz, 10Hz, 15Hz, 20Hz and 25Hz. 
Even though the spectrum of these noises are small when compared to the 
actual signal (as shown in Figure 3.17) when the shaking table is moving with 
1mm amplitude. But they dominate the static accuracy of the wireless laser 
sensor.  
 

(a) (b) 
Figure3. 12 The noise of first version of wireless DAQ system (red) and the 

corresponding wireless laser sensor (blue). 
 
They are mainly caused by the power management unit on the circuit. As 
known, a majority of the power of the circuit is consumed by the wireless 
transmitting module (belongs to digital portion of the circuit). In this case, the 
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wireless module transmits data around every 0.2 seconds which cause a surge of 
required current every 0.2 seconds. That generates a noise of 5Hz in the 
supplement of ADC modules (analogue module), and therefore introduce a 
noise of 5Hz and its harmonic components. The solution is based on separate 
the power supply of analogue module from the digital module which is one of 
several majority improvements of the updated version of wireless DAQ. 
 
Figure 3.13 illustrated the noise in the updated version of the wireless DAQ and 
the updated version of the wireless laser sensor. As one can see, the spurious 
frequencies are eliminated and the noise of updated wireless DAQ (red) is 
greatly reduced and is much smaller than the noise of wireless laser sensor 
(blue). In addition, the noise shows good characteristics of white noise. This 
confirms the effectiveness of the proposed noise reduction techniques of the 
new wireless sensing unit. 
 

(a) (b) 
Figure3. 13 The noises of the updated version of Wireless DAQ system (red) 

and of the updated wireless laser sensor (blue). 
 
As illustrated in Table 3.1, the measurement accuracy of a TOF laser sensor, 
YT89MGV80 is affected by the temperature blurring. Therefore, an experiment 
is also performed to investigate the relationship between the temperature drift 
and the distance of the measurement. The work distances of laser sensor are set 
to be about 750mm, 1050mm and 1350mm. The distance is measured in voltage 
and it is converted to distance according to Equation (3.6).  

D = (2.5 + V) ×
1000

3.3
+ 300                                   (3.6) 

Where D is the distance in unit of mm and V is the record signal in unit of V. 
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The temperature is changed through setting the operation temperature of air 
conditioning and is measured by a temperature sensor in real time at a 
frequency of 50Hz. The temperature is also measured in voltage and it is 
converted to temperature according to Equation (3.7).  
 

T =
1

1
298.15 +  1

3950  lg 1
100 ( 300

−V +  1.5 − 100)   
              (3.7) 

 
Where T is the temperature Kelvin (K) and V is the recorded signal in unit of V. 
 

 
Figure3. 14 Temperature drift of the laser sensor when the working distance is 

750mm. 
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Figure3. 15 Temperature drift of the laser sensor when the working distance is 

1060mm 
 

 
Figure3. 16 Temperature drift of the laser sensor when the working distance is 

1350mm 
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Around 100,000 signal points are recorded for each experiment and the results 
are shown in the Figures from 3.14 to 3.16. From the figures, one can see that 
the temperature drift is the major contribution to the errors of the signal during 
long–term measurement: it is even more serious than the noise. According to 
the result from polynomial fitting, temperature drift slopes are different at 
different working distances: 1.9066mm/K for 750mm, 1.2283 mm/K for 
1050mm, and .0.9762 for 1350mm. Therefore, in order to eliminate the effect of 
the temperature drift, the working distance should not be too small: the 
optimized work distance is about 1500mm. In addition, once calibrated, the 
accuracy of the laser sensor signal can be improved according to its working 
distance and the temperature measurement. 

 
3.5.2 Kinematic experiments 

 
In this section, the dynamic performance of the wireless laser sensor is studied 
through monitoring the motion of shaking table. Inside the shaking table, there 
is a linear variable differential transformer (LVDT) displacement sensor which 
can offer the real-time feedback of the shaking table's position. The feature of 
the LVDT sensor is shown in Table 3.2. As one can see, the conversion rate of 
the LVDT is 40 times of the one of YT89MGV80, which means the voltage 
output from LVDT is 40 times of the voltage output from the YT89MGV80 
when they measures the same motion, as shown in Table 3.1 and Table 3.2.  
 
Table3. 2 Features of the LVDT sensor 
Feature of LVDT Measurement 

range (mm) 
Voltage range(V) Conversion rate 

(mV/mm) 
Value  (-75, 75) (-10,10) 133.3 
 
Table3. 3 Features of the wireless DAQ systems 

 Conversion 
Bit (bits) 

Magnify-gain 
of amplifier 

Input 
voltage 

range(V) 

The step of 
ADC 

Wireless DAQ 16 (1,214) (-2.5,2.5) 76.3µV 
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(a) (d) 

(b) (e) 

(c) (f) 
Figure3. 17 The results of laser measurement before and after applying the 
moving average  filter and Gaussian filter to the original signal which is 
obtained when the shaking table moves at 1Hz with the amplitude 1mm. 

(a)original signal (b) signal filtered by MAV (c) signal filtered by Gaussian 
filter. (d)-(f) is the corresponding spectra of (a)-(c). Note: the red signal is 
recorded by the laser sensor while the blue signal is recorded by the LVDT 
sensor 
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First, the experiment is carried out with the shaking table moving sinusoidally 
with the frequency of 1Hz and the amplitude of 1mm which is the same as the 
resolution of the laser sensor according to Table 3.1. Since only the kinematic 
signal is of interest, the mean of each signal is removed in advance. The 
recorded signals are shown in Figure 3.17(a) and its spectra are shown in Figure 
3.17(d): the red one is the signal of the laser sensor and the blue one is the 
signal of the LVDT sensor. As one can see, the signal from the LVDT is clean, 
while some noise is superimposed on the record from the laser signal. Therefore, 
the moving average filter and Gaussian filter are utilized to clean the signal: the 
results are displayed in Figure 3.17(b)(c)(e)(f): (b) and (e) correspond to the 
signal and spectra obtained from the average filter while (c) and (f) correspond 
to the signal and spectra obtained from the Gaussian filter. The spectra shows 
that the moving average filter and Gaussian filter can filter out the high 
frequency noise and therefore they work as a low-pass filter. In addition, it is 
observed that the time history obtained from the moving average filter is better 
than the one obtained from the Gaussian filter. 
 
In Figure 3.17, the red waveforms denote the signal from the laser sensor and 
the blue ones denote the signal from the LVDT, as applicable for Figures from 
3.18 to 3.21. Then a smaller signal with more complicate frequency components, 
U(t),  is adopted to examine the effect of the moving average filter. The results 
in Figure 3.19 confirm the effectiveness of this filter.  

U(t) = 0.4sinπt + 0.2sin2πt + 0.1sin8πt                     (3.8) 

 
(a)                                                        (b) 

Figure3. 18 Results of applying the moving average filter to the signal obtained 
when the shaking table moves following the signal U(t) = 0.4sinπt +
0.2sin2πt + 0.1sin8πt: (a) the recorded signal; (b) the filtered signal 

Note: the red signal is recorded by the laser while the blue signal is recorded by 
LVDT. 

10 12 14
-2

-1

0

1

2

 Time (s)

 D
is

pl
ac

em
en

t(m
m

)

10 12 14
-1

-0.5

0

0.5

1

 Time (s)

 D
isp

la
ce

m
en

t(m
m

)



Chapter 3                              Wireless Laser-based Local Positioning System 

71 
 

 
(a)                          (b) 

Figure3. 19 Results of the moving average filter when the shaking table moves 
sinusoidally with an amplitude of 1mm and a frequency of 10Hz;  

(a) the recorded signal, (b) the filtered signal. Note: the red signal is recorded by 
the laser while the blue signal is recorded by the LVDT. 

 
Figure 3.19 shows that as the signal frequency increases, the noise is more 
severe. Figure 3.19 shows the effect of the moving average filter method when 
the shaking table moves at the frequency of 10Hz and the amplitude of 1mm. 
As one can see, the filtered signal is not so smooth due to the fact that: as a 
low-pass filter, the moving average filter can only filter out noise at high 
frequency and the remaining noise can be still considerable when the pass-band 
is wide. Therefore, the spectral subtraction methodology is adopted. 
 
When the two laser sensors are installed close each to the other, it is reasonable 
to assume that they are suffering similar thermal noises. Therefore, it is feasible 
to clean the signal by working in the frequency domain and having the 
information on the two devices. The spectral subtraction method is then applied 
to remove the noise: the signal of the laser sensor 1 (L1), which aims to a static 
object, is subtracted from the signal of the laser sensor 2 (L2) as a correlative 
noise. However, instead of directly subtracting L1 signal from L2 signal, the 
subtraction is performed in frequency domain and the statistical means of both 
signals are employed in the subtraction since the correlative noise is proven to 
be a white noise.  
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(a) (d) 

b) (e) 

(c) (f) 
Figure3. 20 Performance of the spectral subtraction method-1.  

(a),(b),(c) are the signals recorded when the shaking table moves at 
(1mm,10Hz), (1mm,15Hz), and (1mm,20Hz). (d)-(f) are the signal after 
applying the spectral subtraction method to (a)-(c). Note: the red signal is 
recorded by the laser while the blue signal is recorded by the LVDT.  

8.6 8.8 9
-4

-2

0

2

4

 Time (s)

 D
is

pl
ac

em
en

t(m
m

)

8.6 8.8 9
-2

-1

0

1

2

 Time (s)

 D
is

pl
ac

em
en

t(m
m

)
8.6 8.8 9

-4

-2

0

2

4

 Time (s)

 D
is

pl
ac

em
en

t(m
m

)

8.6 8.8 9
-2

-1

0

1

2

 Time (s)

 D
is

pl
ac

em
en

t(m
m

)

8.6 8.8 9
-4

-2

0

2

4

 Time (s)

 D
is

pl
ac

em
en

t(m
m

)

8.6 8.8 9
-2

-1

0

1

2

 Time (s)

 D
is

pl
ac

em
en

t(m
m

)



Chapter 3                              Wireless Laser-based Local Positioning System 

73 
 

(a) (d) 

(b) (e) 

(c) (f) 
Figure3. 21 Performance of the spectral subtraction method-2. 

(a),(b),(c) are the signals recorded when the shaking table moves at 
(0.5mm,10Hz), (0.5mm,15Hz), and (0.5mm,20Hz). (d)-(f) are the signals after 

applying the spectral subtraction method to (a)-(c). Note: the red signal is 
recorded by the laser while the blue signal is recorded by the LVDT. 
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Figure 3.20 illustrates the origianl signal when the shaking table moves at an 
amplitude of 1mm and the frequency of 10Hz, 15Hz, 20Hz ((a)-(c)) and the 
corresponding results obtained from spectral subtraction((d)-(g)). One can see 
that the spectral subtraction shows a better performance even when the noise is 
serious. Then the effectiveness of spectral subtraction is further examined by the 
signal recorded when the amplitude is reduced to 0.5Hz, as shown in Figure 
3.21. The performance of this method is considerable. 
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Chapter 4 Vision based Local Positioning System 
 
 
4.1 Introduction 
 
Basically, the work based on the vision displacement measurement system can 
be categorized into two types according to the adopted camera models: finite 
camera models or infinite camera models which are discriminated by the 
position of their camera center: finite or infinite (Hartley and Zisserman 2004). 
As one can see in Fig. 4.1, when the object is near the camera, the finite camera 
model can be utilized. As the distance from the object to the camera increases, 
the focal length is also increased and the camera center is located farther. 
Therefore, the infinite camera model should be adopted. The representative 
finite camera model is pinhole model while the one for the infinite camera 
model is affine model which represents parallel projection.  
 

 
Figure 4. 1 the finite camera center (left) and the infinite camera center (right) 

 
In the work of Lee (Lee and Shinozuka 2006; Lee, Cho et al. 2006), a tele-lens 
is utilized in the camera system in order to monitor the markers far away from 
the camera. The field of view in this system is close to the optical axis of the 
camera and the camera center is far from the object which could be denoted by 
the affine model. This system is tested in a field experiment and the result 
shows that its performance is comparable to a high resolution laser vibrometer. 
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Then the number of cameras in this system is extended through a time 
synchronization mean in order to monitor several targets simultaneously 
(Fukuda, Feng et al. 2010). For monitoring high rise flexible structures, a 
partition approach is proposed to extend the cover the range of this system (Park, 
Lee et al. 2010). Similarly, the affine camera model can be applied to the 
system constructed by Olaszek (Olaszek 1999). In this system, two channels are 
mounted on a camera: one aims to the target and the other aims to a reference 
target in order to reduce the error introduced by the change of camera position. 
In the study of Uhl (Uhl, Kohut et al. 2009), the working distance of the camera 
is several meters and the finite camera model can be applied. The reference 
image, which is taken when the optical axis is perpendicular to the interested 
plane, is assumed to be perspective distortion-free and is utilized to register 
images taken from other orientations by homographic mapping. A circular 
intensity pattern with a known diameter is used to obtain the scale factor (Uhl, 
Kohut et al. 2011). Indeed, the accuracy of measurement suffers from the 
optical distortions, such as radial distortion, decentering distorting or the prism 
distortion ( due to the flawed radial curvature curve of the lens elements, the 
optical centers of lens elements are not strictly collinear) and imperfection in 
lens design and manufacturing as well as camera assembly. Those distortions 
greatly reduce the precision of the measurement result especially when the 
target of interest is located far away from the optical axis of the camera. In the 
study of Jurjo (Jurjo 2010; Jurjo, Magluta et al. 2010), the direct linear 
transformation is adopted to calibrate the projective distortion and this system is 
employed to monitor the dynamic characteristic of a slender structure model. In 
the work of Wieger (Wieger 2009), in order to eliminate the error introduced by 
the experiment condition, the motion of structure is projected by laser beams to 
two fix surfaces inside the a Displacement Recording Station (DRS), where the 
illumination condition is configurable. The motions of laser beams are recorded 
by the camera inside the DRS through which the motion of the structure can be 
calculated according to geometry. Since the lighting condition inside the DRS is 
configurable, the change of lighting conditions in the environment has minimal 
effects on this method and the size of the bridge is not a factor in the 
displacement calculation.  
 
The vision-based displacement measurement is currently made available by 
ongoing technology developments. On one hand, the fast development of 
processors, such as PC, ARM, DSP, GPU or FPGA (Li 2011), provides the 
designer the flexibility to develop their image acquisition and processing system 
according to their application scene thanks to a great increase of the image 
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processing ability of the hardware. On the other hand, the image processing 
algorithm and the theory for computer vision have been well-developed in the 
last several decades (Gonzalez and Woods 2002; Hartley and Zisserman 2004). 
It is worth mentioning that Intel has developed three cross-platform libraries to 
support real time computer vision: Intel® Integrated Performance Primitives 
(Intel® IPP), Open Source Computer Vision (OpenCV) and Image Processing 
Library (IPL) (Intel 2012). For example, the OpenCV has C++, C, Python and 
Java interfaces for Windows, Linux, Android and Mac. Besides, there are some 
off-the-shelf image processing software tools available to realize a quick and 
comprehensive image processing, such as Image Pro Plus 6.0 
(mediaCybernetics 2012) and Image gear (Accusoft 2012). In addition, Matlab 
also provides abundant functions for image processing and computer vision 
applications. 
 
In this chapter, vision-based techniques are utilized to monitor the 2D motion of 
structures. The finite camera model, pinhole model, is first introduced and the 
full camera model is discussed when taking the optical distortion of lens into 
consideration. The calibration algorithms, direct linear transform (DLT) and 
registration, will then be elaborated. The parameters of the adopted camera are 
detailed after which the software, which includes the software for the image 
acquisition module and the image processing module, are elaborated. Several 
experiments are executed to examine the performance of the developed system 
both when the angle between the optical axis of the camera and the normal of 
the plane of interest is zero and when this angle is nonzero. The limitation of 
markers’ density and the influence of different exposure periods to the 
measurement error will be discussed as well. 
 
4.2 Theory and methodologies 
 

4.2.1 2D projective geometry and camera model 
 
In this work, the focal length of the utilized lens is 6-60mm while the working 
distance is around 3 meters. Hence, the 2-dimension distortion-free finite 
camera model, pinhole model, is adopted. One considers the projection of 
points in space X=(X, Y, Z)T onto points on a plane x=(x, y)T. According to the 
projection geometry (Hartley and Zisserman 2004), the projection from a 3D 
space to a 2D space can be obtained by the Equation (4.1): 
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�
𝑥1
x2
x3
� = �

𝑇11 𝑇12
𝑇21 𝑇22
𝑇31 𝑇32

𝑇13 𝑇14
𝑇23 𝑇24
𝑇33 𝑇34

��

𝑋1
X2
X3
X4

� = 𝑻𝑷 �

𝑋1
𝑋2
𝑋3
𝑋4

�                 (4.1) 

 
Where (x1, x2, x3)T and (X1, X2, X3, X4)T are homogeneous coordinates related 
to x and X by Equation (4.2) and (4.3). Homogeneous coordinates are utilized 
in a projective geometry since it makes the projection, which includes scaling, 
rotation, translation and shear, be expressed in a linear transform (Hartley and 
Zisserman 2004). 
 

(x, y)  =  �
x1
x3

,
x2
x3
�                                              (4.2) 

 

(X, Y, Z) = �
X1
X4

,
X2
X4

,
X3
X4
�                                         (4.3) 

 
Let the center of the projection, c, be the origin of a Euclidean coordinate 
system, and consider the image plane as a plane Z = f. For the pinhole camera 
model, a point in space with coordinates X is mapped to the point x on the 
image plane where a line l joining the point X to c meets the image plane. This 
is shown in Figure 4.2. The c is called the camera center and the line from the 
camera center perpendicular to the image plane is called the principal axis, and 
the point where the principal axis meets the image plane is called the principal 
point. The plane through the camera center parallel to the image plane is called 
the principal plane of the camera. By similar triangles, one computes that the 
point (X, Y, Z)T  is mapped to the point (fX/Z, fY/Z, f)T on the image plane.  
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Figure 4. 2 The pinhole camera model and the projective geometry 

 
This gives the familiar equation which describes the central projection mapping 
from the world to the image coordinates: 
 

�
𝑥
y� =

f
Z
�𝑋Y�                                                   (4.4) 

 
Each point is scaled by its individual depth, and all projection rays converge to 
the optic center. If images are taken when the plane of interest is not parallel to 
the image plane, the depth-of-fields for different points are different, which 
means projective distortion will be introduced. According to Equation (4.4), one 
can obtain the transformation matrix of the pinhole cameral model, as shown on 
Equation (4.5) 
 

𝑻𝒑 = �
1 0
0 1
0 0

0 0
0 0

1/𝑓 0
�                                       (4.5) 

 
Where the leftmost 3×3 sub-matrix of Tp is a rotation matrix with its third row 
scaled by the inverse of the focal length 1/f. Hereon, one can assume the X4 in 
Equation (4.3) is equal to one since it works just as a scale factor. Equation (4.5) 
is obtained by assuming that the origin of coordinates in the image plane is at 
the principal point which may not be true in practice since one is apt to choose 
the left-down/ left-up point as the origin. So, in general there is a mapping 
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(X, Y, Z)𝑇  → (
𝑓
𝑍

X + 𝑝𝑥  ,
𝑓
𝑍

Y +  𝑝𝑦)𝑇                     (4.6)   
 

Where (px, py)T is the image coordinate of the principal point. Hence, the 
transformation matrix becomes: 

𝑻𝒑 = �
1 0
0 1

𝑝𝑥/𝑓 0
𝑝𝑦/𝑓 0

0 0 1 / 𝑓 0
�                                           (4.7) 

  
In general, points in a space will be expressed in terms of the world coordinate 
frame which is different to the projective coordinate frame. These two 
coordinate frames are related via a rotation and a translation (linear 
transformation and translation). If x’=(X, Y, Z)T is an inhomogeneous 3-vector 
representing the coordinate of a point in the world coordinate frame, and xcam 
represents the same point in the camera coordinate frame, then one may write 
 
 

𝐱𝒄𝒂𝒎  = �
𝑟11 𝑟12 𝑟13
𝑟21 𝑟22 𝑟23
𝑟31 𝑟32 𝑟33

� �
𝑋 − 𝑋0
𝑌 − 𝑌0
𝑍 − 𝑍0

� = 𝐑(𝐱’ − 𝐂)          (4.8) 

 
 
where C =(X0, Y0, Z0)T represents the coordinates of the camera center in the 
world coordinate frame, and R is a 3×3 rotation matrix representing the 
orientation of the camera coordinate frame. Let Xcam and X’ be the 
homogeneous coordinates of xcam and x’, this equation may be written in 
homogeneous coordinates as  
 

𝑿𝒄𝒂𝒎 =  �𝑹 −𝑹𝑪
0 1 ��

𝑋
𝑌
𝑍
1

� = �𝑹 −𝑹𝑪
0 1 �𝑿′                    (4.9) 

 
Putting this together with Equation (4.7) and (4.1) leads to the general pinhole 
camera model 
 

𝐱 = 𝑻𝑷𝐑[𝐈 |− 𝐂]𝐗′                                        (4.10) 
 
where X’ is now the homogenous coordinates in a world coordinate frame. One 
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sees that a general pinhole camera has 9 degrees of freedom: 3 for Tp (the 
elements f, px, py), 3 for R (one for scale, one for rotation angle and the last for 
the shear), and 3 for C. The parameters contained in Tp are called the intrinsic 
camera parameters of the camera. The parameters of R and C which relate the 
camera orientation and position to a world coordinate system are called the 
extrinsic parameters. In image coordinates, the image is measured in pixels, 
supposing the number of pixels per unit distance in image coordinates are mx 
and my in the x and y directions, the transformation from world coordinates to 
pixel coordinates can be obtained by multiplying Equation (4.10) on the left by 
an extra factor diag (mx, my, 1). Thus, the general form of the transformation 
matrix of a CCD camera is 
 

𝑇𝑝 = �
𝑓𝑚𝑥 0 𝑚𝑥𝑝𝑥

0 𝑓𝑚𝑦 𝑚𝑦𝑝𝑦
0 0 1

�  = �
𝛼𝑥 0 𝑥0
0 𝛼𝑦 𝑦0
0 0 1

�              (4.11) 

 
where 𝛼𝑥 = 𝑓𝑚𝑥 and 𝛼𝑦 =  𝑓𝑚𝑦 represent the focal length of the camera in 
terms of pixel dimensions in the x and y direction respectively. Similarly, x0 = 
(x0, y0) is the principal point in terms of pixel dimensions, with coordinates x0 = 
mxpx and y0 = mypy.  
 
As said, Equation (4.10) is the distortion-free pinhole camera model. In reality, 
there are also some geometrical distortions which are introduced by the camera 
optical characteristic (Weng, Cohen et al. 1992). These geometrical distortions 
are related to the position of image points in the image plane and it should be 
added into the ideal image position: 
 

𝑥′ = 𝑥 + 𝛿𝑥(𝑥,𝑦)                                                      
𝑦′ = 𝑦 + 𝛿𝑦(𝑥,𝑦)                                        (4.12) 

 
Where (𝑥′,𝑦′) is the coordinates with distortion. As one can see from Equation 
(4.12), the distortion along each coordinate usually depends on the point 
position and it can be contributed by three kinds of distortions (Weng, Cohen et 
al. 1992): 
 

(1) Radial distortion, which is caused by an imperfect lens shape and 
manifests (e.g. flawed radial curvature curve of the lens elements), causes 
an inward or outward displacement of a given image point from its ideal 
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coordinates along the radial direction, as shown in Figure 4.3 and Figure 4.4. 
The radial distortion of a perfectly centered lens is governed by an 
expression of the following form: 
 

𝛿𝜌𝑟 = 𝑘1𝜌3 + 𝑘2𝜌5 + 𝑘3𝜌7 + ⋯                      (4.13) 
 
Where, ρ is the radial distance from the measured point to the principal 
point of the image plane and 𝑘1,𝑘2,𝑘3 … are the coefficients of the radial 
distortion.  
 

 
Figure 4. 3 Radial and tangential distortions 

 
(2) Decentering distortion. Actual optical systems are subject to various degrees 
of decentering since the optical centers of lens elements are not strictly collinear. 
Decentering distortion has both radial and tangential components, which can be 
described analytically by the following expressions:   
 

𝛿𝜌𝑑 = 3(𝑗1𝜌2 + 𝑗2𝜌4 + ⋯ ) sin(𝜑 − 𝜑0)                                   
𝛿𝑡𝑑 =  (𝑗1𝜌2 + 𝑗2𝜌4 + ⋯ ) cos(𝜑 − 𝜑0)                       (4.14) 
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Where the (ρ,φ) is the polar coordinate of the image point, and the quantity 𝜑0 
is the angle between the positive µ axis and a line of a reference known as the 
axis of the maximum tangential distortion as shown in Figure 4.5. 
 

 
Figure 4. 4 effect of the radial distortion: solid lines, no distortion; dashed line, 

distortion 
 

 
Figure 4. 5 Effect of the tangential distortion. Solid lines: no distortion; dashed 

lines: with tangential distortion 
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(3)Thin prism distortion, which is arisen from the imperfection in lens design 
and manufacturing as well as camera assembly. This type of distortion can be 
adequately modeled by the adjunction of a thin prism to the optical system, 
causing additional amounts of radial and tangential distortions. Such distortions 
can be expressed as  
 

𝛿𝜌𝜌 = (𝑖1𝜌2 + 𝑖2𝜌4 + ⋯ ) sin(𝜑 − 𝜑1)                                  
𝛿𝑡𝑑 =  (𝑖1𝜌2 + 𝑖2𝜌4 + ⋯ ) cos(𝜑 − 𝜑2)                    (4.14) 

 
It is worth to note that, although both decentering distortion and thin prism 
distortion cause radial and tangential distortions, their axes of maximum 
tangential distortion are different. 
 
Figure 4.6 shows the distortions obtained in one experiment executed by Feng 
et al. (Feng, Li et al. 2004) who use a camera to monitor a control plane on 
which 150 control points are evenly distributed. In order to reduce the camera 
production error, adequate calibrations are essential. Among several proposed 
distortion calibration algorithms, the most common one is direct linear 
transformation (DLT) (Walton 1981). The 2-D DLT will be introduced in next 
section. 
 

 
Figure 4. 6 Distortion distribution chart. Left: control plane, right: distortion 

distribution 
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4.2.2 2D direct linear transformation (DLT) 
 
4.2.2.1 Camera calibration 
 
As referred in last section, the projection from points on 3D space to 2D image 
plane can be expressed by the linear transform in Equation (4.15). Herein, the 
last item of inhomogeneous coordinates is normalized to 1, so as to simplify the 
following analysis. When 2D-2D projection is considered, one can simply 
suppose Z=0. Hence, Equation (4.16) is obtained. One can acquire the world 
coordinates of any point from its image coordinates if the transformation matrix 
H is obtained.  
 

�
𝑥
y
1
� = �

𝑟11
𝑟21
𝑟31

𝑟12
𝑟22
𝑟32

𝑟13
𝑟23
𝑟33

𝑡1
𝑡2
𝑡3
��

𝑋
𝑌
Z
1

�                               (4.15) 

 

𝒙 = �
𝑥
y
1
� = �

𝑟11
𝑟21
𝑟31

𝑟12
𝑟22
𝑟32

𝑡1
𝑡2
𝑡3
� �
𝑋
Y
1
� = 𝑯𝑿                     (4.16) 

 
DLT is utilized to determine H, with a set of four 2D to 2D point 
correspondences, Xi ↔ xi. The transformation is given by the equation xi = HXi. 
Note that this is an equation involving homogeneous vectors. In homogeneous 
coordinates, two vectors are equal to each other as long as their directions are 
the same even though their magnitudes are different (Hartley and Zisserman 
2004). Thus the 3-vectors xi and HXi are not equal in magnitude, i.e. they have 
the same direction but may differ in magnitude by a nonzero scale factor. The 
equation may be expressed in terms of the vector cross product as xi× HXi = 0. 
This form will enable a simple linear solution for H to be derived. 
 
If the j-th row of the matrix H is denoted by hjT, then we may write 
 

𝐇𝐗𝒊 = �
𝒉1𝑇𝑿𝑖
𝒉2𝑇𝑿𝑖
𝒉3𝑇𝑿𝑖

�                                              (4.17) 

 
The cross product may then be given explicitly as 
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𝐱𝑖 × 𝐇𝐗𝑖 = �
𝑦𝑖𝒉3𝑇𝑿𝑖 − 𝒉2𝑇𝑿𝑖
𝒉1𝑇𝑿𝑖 − 𝑥𝑖𝒉3𝑇𝑿𝑖
𝑥𝑖𝒉2𝑇𝑿𝑖 − 𝑦𝑖𝒉1𝑇𝑿𝑖

� = 0                    (4.18) 

 
Since hjTXi is equal to Xi

Thj for j = 1, 2, 3, Equation (4.18) can be written into 
Equation (4.19) 
 

�
0𝑇 −𝑿𝑖𝑇 𝑦𝑖𝑿𝑖𝑇

𝑿𝑖𝑇 0𝑇 −𝑥𝑖𝑿𝑖𝑇

−𝑦𝑖𝑿𝑖𝑇 𝑥𝑖𝑿𝑖𝑇 0𝑇
� �
𝒉1
𝒉2
𝒉3
� = 0                      (4.19) 

 
These equations have the form Aih = 0, where Ai is a 3×9 matrix, and h is a 
9-vector made up of the entries of the matrix H where hiT is the ith row of the 
matrix H. 
 

𝐡 = �
𝒉1
𝒉2
𝒉3
� ,         𝑯 =  �

𝑟11
𝑟21
𝑟31

𝑟12
𝑟22
𝑟32

𝑡1
𝑡2
𝑡3
�                      (4.20)  

 
Although there are three equations in (4.19), only two of them are linearly 
independent. Thus each pair of coordinates (image coordinates and world 
coordinates) for a point gives two equations in the entries of H. It is usual to 
write the set of equations as 
 

� 0𝑇 −𝑿𝑖𝑇 𝑦𝑖𝑿𝑖𝑇

𝑿𝑖𝑇 0𝑇 −𝑥𝑖𝑿𝑖𝑇
� �
𝒉1
𝒉2
𝒉3
� = 0                         (4.21) 

 
This will be written 
 

Aih = 0                      (4.22) 
 

where Ai is now the 2 × 9 matrix of (4.21). 
 
As said, each pair of coordinates for one point gives two independent equations 
in the entries of H. Given four points, one obtains a set of equations Ah = 0, 
where A is the matrix of equation coefficients built from the matrix rows Ai 
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contributed from each pair of points, and h is the vector of unknown entries of 
H. According to (4.21), A has dimension 8 × 9 and thus A has a 1-dimensional 
null-space which provides a solution for h through which one can calibrate the 
coordinate of any point. 
 
A better solution of h can be acquired as more pairs of calibration points are 
utilized. Since there is unavoidable measurement noise in the value of xi and Xi, 
more than four pairs of calibration points will compose an over-determined 
equation set. Therefore, the optimal h should be estimated. That can be 
achieved through Singular Value Decomposition (SVD) method. Supposing six 
pairs of points are adopted, A will be a 12×9 matrix. It can be decomposed into: 
 

A= UDV*                      (4.23) 
 
where U is a 12×12 unitary matrix, D is a 12×9 rectangular diagonal matrix 
with nonnegative real numbers on the diagonal, and V* (the conjugate transpose 
of V) is a 9×9 unitary matrix. The diagonal entries of D are known as the 
singular values of A. The 12 columns of U and the 9 columns of V are called 
the left-singular vectors and right-singular vectors of A, respectively. Since h 
belongs to the null-space vector of A, the optimal estimation of h is the last 
right-singular vectors providing that the diagonal entries are arranged in 
descending order down the diagonal. The H can be acquired according to 
Equation (4.20), and therefore the space coordinates of points can be 
reconstructed from its image coordinates according to Equation (4.16). 
 
According to the positions of the four selected points, the calibration method 
can be performed in one of two ways: (i) extrapolation and (ii) interpolation, as 
illustrated in Fig. 4.7(a) and (b) (Jurjo 2010). In the first approach, the 
calibration can be performed based on the known dimensions of the structure or 
through the application of markers with pre-established distances in the 
structure itself. The advantage of this procedure is that it facilitates the 
acquisition of the actual data. However, extrapolating the measurements outside 
the region used for the calibration can result in a bigger error. In the second way, 
the calibration is performed through markers defining the borders of the region 
where the movement of the structure occurs. Therefore, any configuration of the 
structure will always be within the calibration region. Thus, the results obtained 
through this method are supposed to be more precise than those obtained by 
simple extrapolation. The disadvantage of this second method is that it is 
necessary to impose markers outside the structure, which in some cases can be 

http://en.wikipedia.org/wiki/Unitary_matrix
http://en.wikipedia.org/wiki/Rectangular_diagonal_matrix
http://en.wikipedia.org/wiki/Conjugate_transpose
http://en.wikipedia.org/wiki/Singular_value
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difficult (Jurjo, et.al, 2010). In our case, since the experiment is carried out in 
the laboratory, the interpolation calibration method is adopted. 
 

 
Figure 4. 7 Forms of calibration: (a) extrapolation and (b) interpolation 

 
4.2.3 Registration 

 
Image registration includes 1D intensity transformation and 2D spatial 
transformation (Zitová and Flusser 2003). The last one, which is considered in 
our work, is the process of spatially overlaying two or more images of the same 
object taken in different times or from different viewpoints or by different 
imaging machineries. When two images are taken as input, one of them is called 
reference image which is kept unchanged and used as the reference, whereas the 
other is called template image and is employed to register the reference image. 
Image registration seeks for the optimal transformation from the template image 
to the reference image which ensures the template one is close to the other as 
much as possible. This transformation then can be used to map points from the 
template image into the reference image. In this work, the 2D affine 
transformation is employed to remove the distortions introduced by rotation, 
translation, scale and shear. As shown in Figure 4.8 (Ashburner 2012). 
 

 
 

(a)         (b)             (c)           (d) 
Figure 4. 8 Distortions calibrated by the registration (a) translation (b) scale   

(c) shear (d) rotation 
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Supposing that (xˈ,yˈ)T and (x,y)T  are the coordinates of the same point on the 
template image and the reference image, the homogeneous coordinates of (x,y)T 
is written as X=(x, y, 1)T. The transformation matrix is derived according to the 
potential distortions between two images. First, the translation is considered and 
it can be expressed as T = [𝑡1 𝑡2]𝑇, then one obtains the following relational 
expression:  
 

�𝑥′𝑦′� = �1 0 𝑡1
0 1 𝑡2

� �
𝑥
y
1
� = [𝐈 | 𝐓] 𝐗                         (4.24) 

 

If the scale, which can be denoted by 𝐒 = �
𝑠𝑥 0
0 𝑠𝑦

�, is taken into account, one 

obtains: 
 

�𝑥′𝑦′� = 𝑺[𝑰 | 𝑻]𝑿 = �
 𝑠𝑥 0 𝑡1
0 𝑠𝑦 𝑡2

� �
𝑥
y
1
�                       (4.25) 

 
Then, the horizontal shear H = �1 ℎ

0 1� is considered, 
 

�𝑥′𝑦′� = 𝑯𝑺[𝑰 | 𝑻]𝑿 = �
 𝑠𝑥 ℎ𝑠𝑦 𝑡1
0      𝑠𝑦 𝑡2

� �
𝑥
y
1
�                  (4.26) 

 
At last, the rotation 𝐑 = �   cos𝜃   sin𝜃

−sin𝜃 cos𝜃 � is included, 
 

�𝑥
′

𝑦′� = 𝑹𝑯𝑺[𝑰 | 𝑻]𝑿 = �
   𝑠𝑥cos𝜃    ℎ𝑠𝑦 cos𝜃+𝑠𝑦sin𝜃 𝑡1
−𝑠𝑥sin𝜃 −ℎ𝑠𝑦sin𝜃 + 𝑠𝑦 cos𝜃 𝑡2

� �
𝑥
y
1
�      (4.27) 

 
 

Equation (4.27) becomes (4.28),  
 

�𝑥′𝑦′� = �
𝑎11 𝑎12
𝑎21 𝑎22� �

𝑥
y� + �

𝑡1
𝑡2
�                               (4.28) 

 
Where 
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                𝑎11 =   𝑠𝑥cos𝜃   𝑎12 =    ℎ𝑠𝑦 cos𝜃+𝑠𝑦sin𝜃                             
𝑎21 = −𝑠𝑥sin𝜃 𝑎22 = −ℎ𝑠𝑦sin𝜃 + 𝑠𝑦 cos𝜃            

 

 
One can see there are six unknowns in Equation (4.28). Given coordinates of 
three or more than three pairs of points in both the reference image and the 
template image, one can obtain the transformation matrix and then perform the 
registration for any point. 
 

4.2.4 Image processing routine 

 
Figure 4. 9 Flow chart of the image processing procedure 
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This subsection is focused on the image processing procedure. After the images 
are digitalized and stored into the memory, image processing is carried out by 
the Image Pro Plus 6.0 software. The image processing procedure consists of 
seven steps, as summarized in Figure 4.9: 
 
(i) Preprocessing: the captured image is preprocessed before one focuses 

on the interested objects, i.e. markers. The preprocessing includes 
image enhancement, such as contrast enhancement or filter, and camera 
calibration, such as scale, rotation, registration or Direct Linear 
Transformation (DLT) etc. The captured images are true color images 
and they are first converted to grayscale images. To obtain an image 
that contains objects that are clearly distinguishable from the 
background, and have an intensity range/color different from other 
elements in the image, one first enhances the image quality by contrast 
enhancement or filtering. The purpose of camera calibration is to 
determine the transformation matrix that correlates the image 
coordinates and their respective actual coordinates. It can be done by 
simply obtaining the scale factor of the image through measuring the 
known dimension object. Or it can also be done by acquiring the 
transformation matrix through four pairs of corresponding points on 
both reference image and to-be-registered image. This process is the so 
called registration by which one can calibrate the projective distortion. 
Moreover, several calibration algorithms have been proposed to obtain 
the transformation matrix in order to calibrate the optical/electronic 
distortion introduced by camera/lens, such as DLT. 
 

(ii) Select Area of Interest (AOI): According to the tests of Olaszek, errors 
appear during direct observation of the structure and they might 
increase from 1 to 5 pixels (with no markers) (Olaszek 1999). Normally, 
proper markers are placed on the structure to specify the points of 
interest. That is reasonable since only few positions of the whole 
structure have to be followed. To reduce the computing load, AOIs are 
selected to limit the area to which the following processing is applied. 
Normally, the AOI can be selected based on the current position of the 
object and the prediction of its movement. 
 

(iii) Segmentation: segmentation subdivides an image into its constituent 
regions or objects and reaches its end when the objects or regions of 
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interest in an application have been detected. The accuracy of 
segmentation determines the eventual success or failure of 
computerized analysis procedures. Most of the segmentation algorithms 
are based on one of two basic properties of intensity values: 
discontinuity and similarity (Gonzalez and Woods 2002). In the first 
category, the approach consists in partitioning an image by detecting 
abrupt changes in intensity, such as edges. The principal approaches in 
the second category are based on partitioning an image into regions that 
are similar according to a set of predefined criteria. Thresholding is an 
example of method in this category. In the following applications, 
threshold is used to segment the markers from the background. Several 
algorithms were proposed to better determine the threshold adopted 
according to the feature of image, such as Ostu (Otsu 1979). 
 

(iv) Image representation and description. After an image has been 
segmented into regions, the resulting aggregate of segmented pixels 
usually is represented and described in a form suitable for further 
computer processing. Basically, representing a region involves two 
choices: (1) in terms of its external characteristics, i.e. its boundary; (2) 
in terms of its internal characteristics, i.e. the pixels within the region 
(Gonzalez and Woods 2002). After choosing a representation scheme, 
the region should be described in order to make the data useful to a 
computer. For example, if a region is represented by its internal 
characteristics, its internal characteristics can be described by features 
such as its area, texture, moment, etc. 
 

(v) Object recognition, also called pattern recognition: A pattern class is a 
family of patterns that share some common properties. After the imaged 
region is described by mathematic values, it can be assigned into the 
respective class through pattern recognition (Gonzalez and Woods 
2002). Objects can be screened out by properly defining the classes. 
Once the object is recognized, its image coordinates can be obtained. 
 

(vi) Reconstruction: during this step, the actual world coordinates of 
recognized markers will be reconstructed by applying the 
transformation matrix acquired in step (i) to the image coordinates 
obtained in step (v). 

(vii) Repeat step (i)-(vi) to all images in this way, one can track the markers 
and obtain their displacements.  



Chapter 4                                     Vision-based Local Positioning System 
 

93 
 

 
The measurement results can be exported to the Matlab or other software for 
further processing. 
 
4.3 Operating Principle of a Digital Camera 
 
A Charge Coupled Device (CCD) digital camera is adopted in this study. In this 
subsection, the operating principles of a CCD digital camera are first introduced 
as well as some technical terms. Then parameters of the adopted camera are 
given in detail.  
 

4.3.1 CCD digital camera 
 

 
Figure 4. 10 Block diagram of typical image application 

 
Similar to an analogue camera, a digital camera still needs all the physical parts, 
such as lens, shutter and focusing mechanism. But rather than simply having 
film to react to the light that makes up the image, a digital camera must have 
internally all the electronics necessary to capture the light and change it into a 
digital image file. Figure 4.10 shows a block diagram of a typical imaging 
system. The first component is made by the lens. All but the simplest cameras 
contain lenses which are actually comprised of several "lens elements." Each of 
these elements directs the path of light rays to recreate the image as accurately 
as possible on the digital sensor. The goal is to minimize aberrations 
(Cambridge in colour 2013). The remaining components involve three chips: an 
image sensor, an analog front-end (AFE), and a digital Application-Specific 
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Integrated Circuit (ASIC). The light passing through the lens is converted to an 
electronic signal by the sensor. The AFE conditions the analog signal received 
from the image sensor and performs the analog-to-digital (A/D) conversion. The 
digital ASIC contains image-processing, timing-generation circuitry, user 
interface driver and encoder (optional).  
 
Before choosing a camera, there are several technical terms to be understood, 
such as lens focal length, sensor type, shutter speed, aperture, capture 
technology or field of view (FOV), which are explained below. 
 
Lens Focal length: The quality of any image is as good as the quality of the 
lens which captures the light and bends it back towards the light receptor (CCD 
or film). A proper lens ensures the successful measurement. The lens focal 
length determines its angle of view, as shown in Figure 4.11. Wide angle lenses 
have short focal length, while telephoto lenses have longer corresponding focal 
lengths. Table 4.1 lists the typical uses of different focal length (Cambridge in 
colour 2013). In this study, the monitored object is a medium size building or a 
scale-reduced model in laboratory. Hence, a lens with adjustable focal length 
from 6 to 60mm is adopted. 
 

 
Figure 4. 11 The influence of the lens focal length 

 
Shutter speed/Exposure time: Shutters work by revealing a light receptor 
(CCD sensor) to the light and then closing it again after the correct time has 
elapsed. The most important consideration when picking the right shutter speed 
is the movement you expect to capture. The slower the shutter speed is, the 
more motion is captured during that time period; a faster shutter speeds ‘freezes’ 
movements out of time. 
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Table 4. 1 Typical uses of different focal lengths 
Lens focal length Terminology Typical photography 
Less than 21mm Extreme wide angle Architecture 

21-35mm Wide angle Landscape 
35-70mm Normal Street& documentary 
70-135mm Medium telephoto Portraiture 

135-300+mm Telephoto Sports, bird & wildlife 
 
Aperture: The aperture controls the area over which the light can enter the 
camera. Normally, it is listed in terms of f/ numbers, which quantitatively 
describe the relative light-gathering area, as illustrated in Figure 4.12 
(Cambridge in colour 2013). The smaller the number, the larger the aperture 
area. If the illumination condition is low, a higher aperture is required. 
 

 
Figure 4. 12 The relative light-gathering area for different apertures 

 
CCD Sensor: CCD is a description of the technology used to move and store 
the electron charge. Within a CCD imager, all image processing is done off-chip, 
providing the maximum amount of space within each pixel to be used for 
capturing image information.  
 
Capture technologies: There are a variety of different capture technologies that 
can be used to present the photo-receptor (imager) to the light patterns that 
make up the image within the camera (Jisc Digital Media 2012). The single 
matrix one-shot is the most common technology presently used within digital 
cameras. A matrix or grid of CCD elements is used to capture the whole image 
in one go, which provides instantaneous capture. The CCD only detect 
luminance (but not color) so the color information must be built up by having 
alternating colored coatings on each pixel, normally in a Red-Green-Blue-Green 
pattern. Every pixel can detect the intensity of the light that falls onto it, but the 
color of each pixel must be interpolated from the color-values of the 
surrounding pixels. One side effect of this type of capture system is that this 
interpolation requires lots of processing, which takes both time and power to 
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accomplish. This can slow the camera down, i.e., increase the time before it is 
ready for the next shot. 
 
Field of view (FOV): FOV means the area one intends to capture. The FOV of 
each camera (vertical V and horizontal H) of view can be calculated according 
to the focal length f, the work distance W and the sensor sizes （v and h）
(Equation (4.30)).  
 

𝑓
𝑊

=
ℎ
𝐻

=
𝑣
𝑉

                                       (4.30)   

 
One can also estimate the image resolution which can be obtained by replacing 
the h and v by the corresponding sensor size of a single pixel. 
 

 
Figure 4. 13 Diagram of wireless camera 

 
In some cases, real time image processing and wireless transmission are 
required, such as when applying the vision system in the field experiment. 
Figure 4.13 illustrates the mechanism of a wireless camera. The image collected 
by camera will be sent to the processor (GPU/ARM/DSP) to be processed by 
various image processing algorithms. Then, media encoder, such as 
Cypher7108 (Micronas 2006) can be used to compress the images to reduce the 
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data to be transmitted by WIFI module. A random access memory (RAM) is 
also essential to cache the image before it is sent out. 
 

4.3.2 The camera  
 
Two kinds of cameras are utilized in this work. One is the digital camera 
SunTime FX30VC. It is used to capture the motion of a single-story frame 
which is mounted on a shaking table. It provides 640 by 480 resolutions at 60 
frames per second (fps), as one can read from Table 4.2. The parameters of the 
adopted lens are shown in Table 4.3.  
 
Table 4. 2 The parameters of the SunTime FX30VC camera 

 
Table 4. 3 The parameters of the lens for the SunTime FX30VC 

Focal length field angle close-up distance 
6-60mm 53o- 5o 0.1m 

 
The other camera, the monochrome camera SV642, is employed to capture the 
movement of a three- stories frame which is mounted on the shaking table. It 
provides 640 by 480 resolutions at 204 frames per second (fps). The captured 
image sequences of SV642 are sent to the PC for being processed through a 
PIXCI digital frame grabber for the PCI bus. Table 4.4 is the parameters of the 
SV642 camera. 
 
Table 4. 4 The parameters of the SV642 camera 
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The software consists of two parts: (1) image acquisition, which is programed 
using Visual C++, provides the camera parameters configuration interface, 
captures the images and saves them into the memory; (2) image processing 
procedure, which is based on the Image Pro Plus 6.0 (IPP6.0) software and the 
Matlab environment.  
 

4.4.1 Image acquisition 
 

 
Figure 4. 14 The displaying dialog 

 
The image acquisition software is programed using Visual C++ and Microsoft 
Foundation Class Library (MFC). As an object-oriented program (OOP), Visual 
C++ may be viewed as a collection of cooperating objects, as opposed to the 
conventional model, in which a program is seen as a list of tasks (subroutines) 
to be performed (logicchild 2009). In OOP, each object is capable of receiving 
messages, processing data, and sending messages to other objects, and can be 
viewed as an independent 'machine' with a distinct role or responsibility. The 
actions (or 'operators ') on these objects are closely associated with the object. 
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For example, the data structures tend to carry their own operators around with 
them. The Microsoft Foundation Class Library (also Microsoft Foundation 
Classes or MFC) is a library that wraps portions of the Windows API in C++ 
classes, including functionality that enables them to use a default application 
framework. Classes are defined for many of the handle-managed Windows 
objects and also for predefined Windows and common controls. 
 
Figure 4.14 shows the user interface of the image acquisition software. One can 
choose just save one image by “snap” or save the video. Several parameters of 
the camera can also be configured by “setup” sub-interface, as shown in Figure 
4.15. The parameters mainly include the exposure method, white balance 
control, gamma filter and the frame rate of the camera.  
 

  
Figure 4. 15 The setup dialog 

 
There are four classes in the image acquisition program: CAboutDlg, 
CDSCADEMOApp, CDSCAMDEMODlg and CSetup. CAboutDlg takes care 
of the software version information. CDSCADEMOApp is an application class 
which creates the application. Both CDSCAMDEMODlg and CSetup are 
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inherited from CDialog, the first one takes care of the main window of the 
graphic user interface (GUI) which is shown in Figure 4.14 while the CSetup 
dialog provides user to configure the parameters of the camera which is 
displayed in Figure 4.15. Figure 4.16 shows the construction process of the 
image acquisition program. The indentations indicate that the function in 
current line is called by the one of the previous one.First, CDSCAMDEMOApp 
class create a new application object, called ‘theApp’.This is the unique application 
object in this program and this application will exist among all the runtime. Then 
CDSCAMDEMOApp::InitInstance() is called to initialize an instance for ‘theApp’. 
Inside CDSCAMDEMOApp::InitInstance(), CDSCAMDEMODlg class is used 
creates a new dialog object ‘dlg’ to take care of the GUI in Figure 4.14. When one 
click “Setup” button in this GUI, CDSCAMDEMODlg::OnSetup() will be called. 
Inside this function, Csetup class will be used to allocates a class pointer for 
CDSCAMDEMODlg::m_SetupDlg and thus an Csetup object is created 
dynamically. Then one is able to configure the Setup window. 
 
The last second line means that if one click “Close” button of the Setup window, 
one message will be produced and the function CSetup::OnClose() will react to 
this message. The last line means that function CDSCAMDEMODlg::OnExit() 
will react to the message produced when on click the ‘Exit’ button of the dlg 
window.  
 

 
 

Figure 4. 16 Construction process of the image acquisition program 
 
In the program, there are three threads: a user interface thread and two worker 
threads. Figure 4.17 illustrates the interaction of three threads of the software. 
The user interface thread is the main thread in the software which is active from 
the very beginning and ends when the software exits. The first worker thread, 
snapThreadCallback(), is created by main thread in CameraInit() to receive 
images from the camera driver and call the Imag_Process() function. Inside the 

CDSCAMDEMOApp class create a new application object ‘theApp’ 
  CDSCAMDEMOApp::InitInstance() to initialize an instance for ‘theApp’ 
    CDSCAMDEMODlg class creates a new dialog object ‘dlg’ 
      CDSCAMDEMODlg::OnSetup()  
        Csetup class allocates a class pointer for CDSCAMDEMODlg::m_SetupDlg 
CSetup::OnClose() to react to the ‘Close’ message 
CDSCAMDEMODlg::OnExit() to react to the ‘Exit’ message 
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Image_Process(), the second worker thread: ImageProcThread, which is created 
by AfxBeginThread(), will be informed to save image and video.  
 

 
 

Figure 4. 17 The interaction of the three threads in the software 
 

4.4.2 Image processing  
 
The Image-Pro Plus 6.0 and Matlab are used to verify the feasibility of a 
vision-based displacement system. The IPP6.0 is used to obtain the 
displacement of markers from the captured image while the Matlab is used to 
analyze the displacement data or to execute the direct linear transformation 
(DLT) calibration algorithm. In addition to manual operation, IPP6.0 provides 
automate repetitive tasks and customize Image-Pro by the powerful macro 
language, IPBasic. It also supports high-level languages like Visual Basic and 
Visual C++. One can create his own programs to create custom user-interface, 
processing and I/O routines. The processing routine adopted in the experiment 
is illustrated below. 

 
1. Preprocessing: 

 
The preprocessing procedures of images are greatly variable in order to better 
identify the object and reduce the noise: they can be different combinations of 
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several enhancement algorithms and several filter algorithms as illsutrated in 
Fig. 4.18. 

   
Figure 4. 18 Preprocessing of the image to refine the image quality 

 
The calibration is another important part of the preprocessing in order to obtain 
correct coordinates for the markers. When one measures the displacement based 
on a vision system, the unit of displacement of the object is the pixel, which 
should be multiplied by scaling factors in order to obtain the real displacement. 
Assuming the size of the target is (Lx, Ly) which corresponds to (x pixels, y 
pixels) on the image, the scaling factors (SFx, SFy) are calculated as: 
 

SFx = Lx/ x,   SFy = Ly/y                       (4.31) 
 
The scale factor for X/Y coordinates as well as the rotation angle and the aspect 
ratio of the image can be obtained by IPP6.0 (Figure 4.19). The calibrated unit 
will be applied to the followed measurement. Some advanced calibration 
algorithms, such as DLT, can be realized in Matlab. 
 
For image/video taken from the skew direction, it is necessary to register the 
image to the reference image and to calibrate the projective distortion. It can be 
implemented by IPBasic code. 
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=  

Figure 4. 19 Image calibration through IPP6.0 

2. AOI selection and Object Segmentation 
 
After having being preprocessed, some AOIs, which include the potential 
positions of the markers, are selected from the image to focus the next 
processing on the AOIs. The objects are then segmented from the image 
background by spatial tools: area, x coordinates, y coordinates or perimeter; 
or by segmentation tools that extract features by color/intesity value, as 
shown on Figure 4.20. 
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Figure 4. 20 Segmentation through a color intensity feature 

 

 
Figure 4. 21 Representation of potential objects 

 
3. Representation and description 

 
Apart from the objects of interest, there can be some other objects 
segmented from the background. Especially when one segments the image 
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through pixel intensity. Further effort should be addressed to better identify 
the object. Some attributes of potential objects are chosen to represent the 
object, such as area, angle, perimeter, diameter, roundness and aspect ratio. 
Objects are described according to the chosen representation (See Figure 
4.21 and Figure 4.22). 
 

 
Figure 4. 22 Description of potential objects 

 
4. Object recognition 

 
After the potential objects have been described by the chosen representation 
attributes, some criteria can be applied to them to distinguish/classify the 
objects toward their recognition.  
 

5. Reconstruction 
 
The coordinates of recognized object are expressed in the unit of pixels, 
which also suffers from the distortion. Hence, the scale factor one obtains in 
the calibration step can be used to convert the unit. The DLT matrix 
obtained in calibration step can also be used to rectify the coordinates of 
objects. 

 
6. Track object: 

Applying the aforementioned steps to all the images in the video, one can 
track the motion of objects. Apart from this kind of tracking, IPP6.0 
provides correlation tracking which can be used to track objects when 



LiJun Wu                                    Non-Contact High-Precision Positioning
                                Systems for Structural Monitoring 

 

106 
 

image segmentation is difficult or not possible. Correlation tracking uses 
Fourier cross-correlation to find the position of the object outlined by an 
AOI on the next frame of the sequence. (IPP6.0 help) 
 

7.  Export the results and analyze them. 
 
The measurement results of IPP6.0, which include displacement and 
velocity, can be exported to an excel file for further analysis according to 
the pursued application. 
 

4.5 Experimental validation 
 
In this section, the results of some experiments carried out to assess the 
performance of the vision system are reported. In the first experiment, a camera, 
called SV642, is utilized to record the motion of a 3-stories frame which is 
mounted on a shaking table on the Lab. The obtained image sequence is 
processed by IPP6.0 to extract the motion of paper markers pasted on the frame. 
The results confirm the utility and the resolution of this system. Then another 
camera, SunTime FX30VC, is used to record the static and dynamic motion of a 
single-story frame, on which several paper markers and LED markers are placed. 
As before, this frame is mounted on the shaking table. The image sequence is 
also processed by IPP6.0 to obtain the static and dynamic performance of the 
vision system. Different exposure times and different camera orientations are 
utilized during the experiments. The density of markers will also be discussed.  
 

4.5.1 Feasibility of a vision-based system for displacement 
measurement 
The first experiment is carried out using the camara SV642 to assess the 
feasibility of a displacement measurement vision-based system. A three-stories 
frame is mounted on a shaking table which moves at the frequency of 2.4Hz, 
with the amplitude of 4mm. The dimension of each story is 60cm×30cm×3cm 
(Balzi, 2011). The first and third stories are braced. The optical axis of the 
SV642 camera is perpendicular to the front plane of the frame. During the 
experiment, 1242 frames are recorded (i.e., 10.3 sec.) at a sample rate 120 
frames/second. Two white markers T1 and T2 are installed on the second story, 
while further two markers T3 and T4 are installed on the first story, as shown in 
Figure 4.23. The size of each story is 60cm×30cm×3cm. The horizontal 
coordinates of the left point of the first floor is 169 (pixel) while the one of the 
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right point is 525 (pixel). Hence, the horizontal scaled factor is 60cm /356 
pixels, i.e., 1.685mm/ pixel. 
 

   
Figure 4. 23 Photographs accounting for the initial position at rest. On the right 

side 4 markers are outlined. 
 

   
(a)                                        (b) 

   
(c)                                                      (d) 
Figure 4. 24 The track of: (a) T1 (left-top); (b) T2 (right-top); (c) T3 

(left-bottom); (d) T4 (Right-bottom); (The unit of x coordinate is the pixel) 
 
The obtained horizontal displacements are shown in Figure 4.24. The resolution 
turns out to be 0.16mm (0.1 pixels). The movements of T1 and T2 are 
consistent each with the other, while the movements of T3 and T4 are consistent 
each with the other. They are quite similar to the shaking table sine wave since 
the stiffness of the first story is largely increased by the presence of the 
cross-brace. On the movement of T1 and T2, two mode frequencies can be 
distinguished: one is 2.4Hz (the excitation), the other is 0.41Hz (the system). If 
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one compares the movement between T2 and T4, a 180 degree phase difference 
can be discovered, as one can see from Figure 4.23. Focus now the attention on 
the movement of T1 (Figure 4.25): one obtains for the maximum displacement 
of T1 the value 16.85mm (10 pixels) and the instant when the maximum shift 
occurred: it corresponds to the digital image n°175 which is shown in Figure 
4.26. 
 

 
Figure 4. 25 The maximum displacement of T1 

 

 
Figure 4. 26 The instant when maximum shift occurred 

 
The vertical direction displacements are shown on Figure 4.27 and Figure 4.28. 
The vertical displacement of T3 and T4 is similar and is nearly 0 due to the 
fixing cross-brace. But the vertical displacement of T1 and T2 cannot be 

A 

B 
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ignored. Its peak-peak amplitude is around 0.7 pixels and corresponds to 
1.18mm. One can also distinguish two frequencies from Figure 4.27: 4.8Hz and 
0.41Hz. The first vertical frequency is twice the first horizontal frequency 
which confirms it is caused by the translation motion. This can also be 
corroborated by that the vertical displacements of T1 and T2 are in phase. 
 

 
 
 

Figure 4. 27 The vertical displacements of T1 and T2 
 

 
 

 
Figure 4. 28 The vertical displacements of T3 and T4 
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4.5.2 Performance of a vision-based displacement measurement 
system 
 

4.5.2.1 Static experiments 
 
As introduced in section 4.2, there are projective distortion and optical 
distortions in the images captured by a camera. However, generally these 
distortions are not taken into account and an equal scale factor, which is 
calculated according to a known size object, is normally applied to convert the 
image coordinates to space coordinates. In this work, the performance of 
improved methodology, the DLT, is examined. A sheet of paper with 110 
evenly distributed points on it is utilized as the calibration board, as shown in 
Figure 4.29. Let the coordinates of the up-left point be (0, 0) and the row 
distance is 14.83mm while the column distance is 22mm. Two groups of points 
are utilized as reference points: the four markers of circle are utilized for 
interpolation calibration while the four markers of rectangle are for 
extrapolation calibration. 
 

 
Figure 4. 29 the calibration board 
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The performance of the two calibration methodologies are first examined when 
the optical of camera is approximately perpendicular to the image. In Figure 
4.30, the two groups of points are utilized for interpolation scale factor 
calibration and extrapolation scale factor calibration. After having acquired the 
scale factors of both horizontal and vertical directions, the space coordinates of 
the 110 points are recalculated. The distance between the calculated coordinates 
and the original coordinates is denoted as the calibration error of a point. One 
can see that the performance of interpolation is better since it cover all the area 
of interested. 

 
Figure 4. 30 The calibration of interpolation and extrapolation calibration based 
on the scale factor approach when the optical of camera is perpendicular to the 
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Figure 4. 31 The calibration error of interpolation scale factor and interpolation 

DLT calibration when the optical of camera is perpendicular to the image 
 
Figure 4.31 shows the performance of the interpolation scale factor approach 
and the DLT approach when the optical of camera is perpendicular to the image. 
One can see that the DLT shows a better performance than the one of the former 
approach. This better accuracy becomes obvious when the optical axis of the 
camera is skewed with the image at a small angle and a larger angle, as 
illustrated in Figure 4.32 and Figure 4.33. In each figure, (a) is the captured 
image; (b) is the comparison between the performance of the interpolation and 
extrapolation calibrations based on the scale factor approaches; (c) is the 
comparison between the performance of the interpolation calibration based on 
the scale factor approach and the DLT approach. One can see from those two 
figures that as the skewed angle increases, the advantage of DLT method is 
more obvious while the accuracy of the scale factor method decreases 
aggressively. Another interesting result which can be observed is that, 
differently from the result shown on Figure 4.30, the performance of the 
extrapolation scale factor method is better than interpolation scale factor method 
in the skewed situation. This can be explained by the fact that the image 
coordinates of four outmost points are greatly distorted since their depth of 
fields are greatly different.   
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              (a) 

(b) 

(c) 
Figure 4. 32 Calibration results when the optical axis of camera is skewed with 

the image at a small angle 
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           (a) 

 (b) 

(c) 
Figure 4. 33 Calibration results when the optical axis of the camera is skewed 

with the image at a large angle 
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To make clear the performance of DLT for different skewed angle, the 
performance of DLT under both situations are plotted in Figure 4.34. 
Comparing with the performance of the scale factor method, only a slightly 
deterioration is observed which shows that DLT provides a good accuracy for 
different skew angles. 
 

 
Figure 4. 34 Performance of DLT under two skewed situations 

 
 

4.5.2.2 Dynamic experiment 
 
In this part, another camera, the Suntime FX30, is employed to monitor the 
in-plane motion of a single-story frame on which dense markers are placed. 
This frame is mounted on a shaking table. The size of the bottom plate of the 
frame is 60cm×30cm×3cm, the size of the column is 38cm×3cm×0.3cm. Two 
21kg masses are put on the girder. Several experiments are executed to access 
the static and dynamic performance of this vision system.  
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4.5.2.2.1 Markers density and exposure period 
 
The limitation on marker density and the influence of different exposure periods 
are discussed below.  
 
A vision-based system allows one to place dense markers on the monitored 
structure. The motion of each marker is tracked by finding the position of the 
object in all images. It will be highly time-consuming if the marker is searched 
inside the whole image. An alternative way is to assign an area of interest (AOI) 
for each marker to be searched in a new image according to its current position 
and adopted motion prediction model. The new AOI of a marker (T1) must be 
able to cover its potential position at next frame and if there is another marker 
(T2) coming into the AOI of T1, misjudgment will be introduced: this limits the 
density of the markers.  
 
In IPP6.0，  the new AOI of an object is configured through a macro, 
IpTrackMeasSet, which sets various tracking parameters. One can use this 
macro command according to syntax:  
 

IpTrackMeasSet(sCommand, lOpt, dParam) 
 
Table 4. 5 Portion of the commands of the macro IpTrackMeasSet 
Command 
 

IOpt dParam Description 

TM_TRACK_ 
PREDICTION 

Not used, 
should be 0 

Value Sets the tracking prediction 
depth 

TM_MOTION_
TYPE 

Not used, 
should be 0 

Value 
0 = Chaotic 
1 = Directional 
2 = Straight 

Sets the predominant motion 
type for the objects 

TM_SEARCH_
RADIUS 

Not used, 
should be 0 

Value in pixels Sets the search radius (velocity 
limit) for automatic tracking 

TM_ACCEL_ 
LIMIT 

Not used, 
should be 0 

Value in pixels Sets the acceleration limit for 
automatic tracking 

 
The parameters of macro IpTrackMeasSet are illustrated in Table 4.5. As one 
can see, tracking prediction depth, the predominant motion type for the objects 
(Chaotic,Directional or Straight), search radius (velocity limit) and acceleration 
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limit can be set through this macro. In IPP6.0, this parameters can also been 
configured through a Graph User Interface (GUI) illustrated in Figure 4.35. 
 

 
Figure 4. 35 The GUI for configuring the tracking options 

 
Hence, the directional density of markers is constrained by the corresponding 
directional motion. In this experiment, the structure moves mainly on the 
horizontal direction. Hence, along the vertical direction, the density of markers 
can be relatively high provided that the light intensity contrast between the 
markers and the background is good enough. However, in the horizontal 
direction, if the horizontal distance between two markers is smaller than the 
predicted horizontal displacement, it is possible to misjudge the markers. As 
illustrated in Figure 4.36, the motions of two markers, T1 and T2, between 
whom the distance is about 4cm, are tracked. But the displacement of the 
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horizontal motion is around 10cm. Hence, the markers are placed too densely 
and this causes misjudgment, as Figure 4.37 illustrates. 

 
Figure 4. 36 Two markers too close each to the other 

 

 
Figure 4. 37 Misjudgment for the two markers in Fig.4.36 
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The effect of different exposure periods is now discussed. Different exposure 
periods are used to record the motion of markers when the input of the shaking 
table is a sinusoid signal with 3mm amplitude at 2.6Hz, which is close to the 
natural frequency of the frame and therefore the resonance occurs. The motions 
of two markers are considered: one is fixed on the top of the left column and the 
other one is glued on the bottom of the frame, as shown in Figure 4.38. The 
scale factor is about 2.33mm/pixel. The experiment is carried out when the 
exposure period is 15ms.  From Figure 4.39, one can see that the fuzziness of 
target when the frame is at the middle position is larger than the one when the 
the frame is at the leftmost position.  
 

 
Figure 4. 38 The markers tracked to examine the affection of different exposure 

times 
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(a)                                (b) 

Figure 4. 39 The observed fuzziness of the uppermost marker on the left column 
(a) the minimum fuzziness whose area is 15 pixels; (b) the maximum fuzziness 

whose area is 21 pixels 
 
Assuming the motion of a marker is as in Equation (4.31), where D is the 
displacement, A is the amplitude of the marker and f is the vibration frequency: 
 

D = Asin(2πft)                       (4.31) 
 

The maximum velocity Vmax is written as in Equation (4.32): 
 

V𝑚𝑎𝑥 = 2πfAcos(2πft)                                 (4.32) 
 
Hence, the maximum fuzziness Fmax, which will be introduced, is approximated 
by Equation (4.33) 
 

F𝑚𝑎𝑥 = T𝑒𝑥𝑝 × V𝑚𝑎𝑥  =   2πfAT𝑒𝑥𝑝  (4.33) 
 
Where Texp is the camera exposure period. This is illustrated in Figure 4.40. 
 
Hence, the exposure period causes the size of the markers to change from frame 
to frame and this introduces errors which will become significant when the 
exposure period is large.  In addition, it is important to have a criterion to 
define the region of the markers, as addressed in the work of Wahbeh (Wahbeh, 
Caffrey et al. 2004).  
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Figure 4. 40 The fuzziness introduced during exposure period when recording 

the motion 
 
4.5.2.2.2 Registration  
 
The registration is now focused on. As one can see from Figure 4.41, three 
white markers, T4-T6, are evenly placed on the top floor while another three 
markers, T1-T3, are placed on the bottom floor on which one markers is far 
away from the other two. Six markers are glued to each column: T7-T12 on the 
left one while T13-T18 on the right one. Other markers, as reference markers, 
are fixed on the coplanar stationary objects around the frame. The camera is 
located at a distance of 3.1m from the plane of interest and the video is recorded 
at a frequency of 60Hz. The shaking table moves at an amplitude of 10mm at 
the frequency of 0.5Hz，0.75Hz, 1.25Hz and 1.5Hz. Each experiment lasts 
about 10s. Videos are taken from different orientations in order to verify the 
effect of image registration. The true color RGB models (True color RGB 
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means to represent and store graphical-image information in a 24-bit color 
space: (Red, Green, Blue)) are used to capture images/videos. According to 
the scale factor equation, the scale factor is calculated to be about 
2.54mm/pixels. 
 

 
Figure 4. 41 The markers adhered on the frame 

 
On the first experiment, the frequency of the shaking table is 0.5Hz. The 
displacements of T1-T3, which are supposed to be sinusoid signals, are shown 
in Figure 4.42. Their spectra are shown in Figure 4.43. As one can see, the 
amplitude is slightly larger as a result of the following factors: 1) The intensity 
contrast between the markers and the background is not large enough which 
could be improved by adopting LED lights as markers. 2) To imitate the 
illumination condition of an in situ experiment, the fluorescent lamp in the lab, 
whose frequency is at 50Hz, is used. This oscillatory illumination condition 
deteriorates the performance of camera which captures images at a frequency of 
60Hz. 3) The true color RGB image will be converted to grayscale intensity 
image before being processed by eliminating the hue and saturation information 
while retaining the luminance. The automatic white balance employed during 
the video capture will decrease the contrast between the markers and the 
background. 4) In this case, the scale factor is calculated by the length of the 
plate on the first floor, and its pixel coordinates which is judged by manual 
operation. Errors introduced since the fuzziness of the edge of the plate due to 
the aforementioned reasons, and the error is aggravated by the low-contrast 
between the frame and the background. This error can be decreased by using the 
size of an object which has a good contrast edge to calculate the scale factor. 5) 

T4     T5       T6 

T1             T2 T3 

T7 
- 

T12 

T13 
- 

T18 
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The error introduced by scale factor approach. Figure 4.44 and Figure 4.45 
provides the displacements and the spectra of T4-T6, respectively. One can see 
that there are two frequencies on the displacement from T4-T6 and the 
waveforms from these markers are consistent. 

 
Figure 4.46 and Figure 4.47 are the displacements (and their spectra) of the 
markers glued to the left column while Figure 4.48 and Figure 4.49 are the 
displacements (and their spectra) of the markers on the right column. One can 
see that all these displacements have the 0.5Hz signal component while only 
some of them have the harmonic frequency component: The closer to the upper 
floor, the harmonic component becomes more evident. This is consistent with 
the expected response and confirms the successful tracking of the markers.  
 

 
Figure 4. 42 Displacement of the markers on the bottom floor (perpendicular) 
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Figure 4. 43 Spectra of the signal recorded for the markers on the bottom floor 

(perpendicular) 
 

 
Figure 4. 44 Displacement of the markers on the top floor (unit: mm VS 

Seconds) (perpendicular) 
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Figure 4. 45 Spectra of the signal recorded for the markers on the top floor 

(perpendicular) 
 

 
Figure 4. 46 Displacements of the markers on the left column (perpendicular) 
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Figure 4. 47 Spectra of the signal recorded for the markers on the left column 

(perpendicular) 
 

 
Figure 4. 48 Displacement of the markers on the left column (perpendicular) 
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Figure 4. 49 Spectra of the signal recorded for markers on the left column 

(perpendicular) 
 

 
Figure 4. 50 The displacement of markers on the bottom (skewed) 
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Figure 4. 51 Spectra of the signals recorded for the markers on the bottom 

(skewed) 
 

 
Figure 4. 52 The displacement of markers on the top (skewed) 
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Figure 4. 53 Spectra of the signals recorded for the markers on the top (skewed) 
 
The second video is taken when the orientation of the camera optical axis is 
about 22 degree skew from the normal of the interested plane. In this case, the 
markers are not of the same depth of field and different scale factors apply. Four 
reference markers are utilized to register the skewed image with the reference 
image. Figure from 4.50 to 4.55 show the results obtained before registration. 
From the displacement of T1-T3, one can see that the waveforms of T2 and T3 
are very close since they are placed closely, while the waveform of T3 is much 
smaller since it is placed far away from the camera. This is confirmed by the 
waveform of T4-T6 which is placed on the top floor and the amplitude 
differences of their displacement waveform are more equal. The waveforms of 
markers glued to the left column are shown on Figure 4.42 and Figure 4.43. 
Since these markers are almost at the same depth of field, not obvious 
difference can be seen from their waveforms.  
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Figure 4. 54 The displacement of markers on the left column (skewed) 

 

 
Figure 4. 55 The spectra of signals of markers on the left column (skewed) 
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Four reference markers are now used to register the skewed video to the 
reference video by using a projective affine transformation. Figure 4.56 shows 
the image before and after registration. Figure 4.57 and Figure 4.58 illustrate the 
waveform of T4-T6 obtained after registration. One can see that the amplitudes 
of those three markers are equal after registration. This confirms the good 
performance of registration. According to the spectra, the amplitude of the 
harmonic component is slightly distorted after registration which could be 
caused by the fuzziness introduced by the registration procedure which is 
equivalent to a filter in the frequency domain. At the same time, the positions of 
the reference markers are not optimal since both the right markers are located at 
a level lower than the top floor. 
 

 
Figure 4. 56 Image before and after registration 
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Figure 4. 57 The displacement of markers on the top floor (After registration) 

 

 
Figure 4. 58 Spectra of the displacement signal of the markers on the top floor 

(After registration) 
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4.5.2.2.3 2D DLT 
 

 
Figure 4. 59 calibration board 

 
As introduced in section 4.2, an alternative methodology to eliminate the 
projective and optical distortions is DLT. According to the result from 
subsection 4.5.2.1, due to DLT method, the optical axis of the camera have not 
to be perpendicular to the motion plane supposing the space coordinates of at 
least four points is known. Through those four known-position points, one can 
obtain the DLT transformation matrix and then reconstruct the space 
coordinates of any image points from its image coordinates. 
 
Before carrying out the dynamic experiment, a calibration board with six known 
positions markers, as illustrated in Figure 4.59, is adopted. The coordinates of 
points A-F are stated Table 4.6. The scale factor is about 2.34mm/ pixel. Since 
the points are coplane, their homogeneous coordinates are written as (X, Y, 1) 
and (x,y,1). Then  
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Table 4. 6 Coordinates of the points A-F 
 A B C D E F 
Space X coordinates (mm) 20 570 1120 20 570 1120 
Space Y coordinates (mm) 20 20 20 510 510 510 
Image x coordinates (pixels) 71 307 547 73 307 548 
Image y coordinates (pixels) 407 409 406 195 193 192 

 
DLT is performed and the transformation matrix H is obtained as below: 
 

𝐇 = �
0.0024 0.0000 −0.1586
0.0000 −0.0024 0.9873
0.0000 0.0000 0.0010

�              (4.35) 

 

 
Figure 4. 60 Markers distribution 

 
Then the dynamic experiments are carried out when the shaking table moves 
with an amplitude of 3mm at frequencies of 2.6Hz, 5Hz, 10Hz, 20Hz. The 
targets are placed according to Figure 4.60. The results are illustrated in Figure 
4.61. In figure 4.61(a), the motion of T2 instead of T3 is given since that the 
frame is resonated when the input is at 2.6 Hz and therefore the motion of T3 is 
not able to be correctly tracked due to a too dense distribution of markers. The 
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results show that there are some noises in the signal, especially when the 
frequency of motion is high. This can be improved by adopting a higher 
resolution camera. Nevertheless, according to the achieved results, one can say 
the implemented system can successfully track the motion of the target markers.  
 

 
(a) the movement of T2          (b) the movement of T1 

 
(c) the movement of T3          (d) the movement of T1 

Figure 4.61 Track results (to be continued) 
(a), (b) results at 2.6Hz excitation signal; (c), (d) results at 5Hz excitation 

signal; 
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(e) the movement of T3             (f) the movement of T1  

 
(g) the movement of T3              (h) the movement of T1 

Figure 4. 61 Track results (continued) 
 (e), (f) results at 10Hz excitation signal; (g), (h) results at 20Hz excitation 

signal 
 
When the excitation signal is at 2.6Hz, the frame resonates. Figure 4.62 
shows the movement of T2. One can read that the displacement in 
vertical direction is about 4.5mm and its frequency is twice of the one of 
the movement in horizontal direction.  
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(a) movements of T2 in the horizontal direction 

 
(b) movements of T2 in the vertical direction 

Figure 4. 62 The movements of T2 (a) the horizontal direction (b) the 
vertical direction. 
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Chapter 5 Conclusions and Future Directions 
 
 
In this thesis, three non-contact displacement measurement systems for 
structural health monitoring are studied. 
 
The first system is the global positioning system, which is broadly selected as 
the optimal solution of displacement measurement technology in view of a 
long-term SHM system. The problem is that GPS is only effective in open area 
and therefore it requires a visible sky position to place its antenna but a roofed 
position to place its receiver and the power supply. Presently, the connection 
between the receiver and the control display unit available on the market is of 
the wired type. But sometimes, it is difficult to route cables due to the building 
architectural constraints. Therefore, a wireless data logger would greatly 
facilitate the setup and using of GPS receivers. The power cable is also 
disturbing the installation. Therefore, a wireless link based on the low power 
consumption transceiver, CC1110, was developed at the University of Pavia 
specifically as cable-replacement. Experiment results show a successful 
cable-replacement solution which supports the GPS sample rate up to 5Hz. That 
sample frequency is high enough, since normally the GPS is utilized for 
monitoring high-rise buildings or large-span bridges which behaves as low-pass 
filters. According to the analysis of power consumption of the different 
components, the wireless unit possesses the feature of low power consumption. 
Possibility of recharging the battery through power harvesting technologies 
ensures the feasibility of this wire-replacement solution. 
 
Since the GPS system requires an open sky for the antenna in order to receive 
signals from an adequate number of satellites, it cannot be used for 
displacement measurement inside a covered space. Laser-based and 
vision-based local positioning systems are potential alternatives for these 
applications and they were chosen as subjects for further studies. 
 
The second system is based on a laser sensor, YT89MGV80. Elaborations were 
designed and implemented to construct a high performance wireless laser sensor. 
It is first constructed utilizing the laboratory-designed wireless data acquisition 
system based on CC1110 transceiver. Despite this system works properly when 
the motion of monitored object is significant, there are noises at spurious 



LiJun Wu                                    Non-Contact High-Precision Positioning
                                Systems for Structural Monitoring 

 

140 
 

frequencies which affect the successful measurement of small motion (Casciati 
and Wu 2013). Experiment results shows that those spurious frequencies noises 
are introduced mainly by the wireless s data acquisition system. Therefore, an 
updated version of wireless data acquisition system was designed with the 
separation of analogue and digital ground. Experiment results show that there 
are no longer spurious-frequencies noises in the new system and the noise floor 
of the system is greatly reduced compared to the first version. By now, the noise 
in this wireless laser sensor is mainly contributed by the laser sensor, 
YT89MGV80. These noises include both temperature-drift noise and 
electric-circuit-thermal noise. Methodologies are proposed to improve the 
accuracy of this sensor, including temperature drift compensation, moving 
average filtering, Gaussian filtering, and spectral subtraction. Experiment 
results show that those methodologies greatly improve the accuracy of the 
wireless laser sensor. Compared to the moving average filtering and to the 
Gaussian filtering, the spectral subtraction methodology seems to provide the 
better performance. 
 
The last studied system is a two-dimension vision-based displacement sensor. 
Actually, two vision systems were set up to monitor the motion of a 
scale-reduced model in the laboratory test. The feasibility of displacement 
measurements based on vision system is primarily validated by utilizing the 
system to monitor the movement of a three-story frame which is installed on a 
shaking table. However, the camera must be calibrated to enable its 
measurement to represent the actual movement. In general, a rough calibration 
is performed through estimating the scale factor of the image via a ruler or a 
known size object. This method does not account for either the projection 
distortion or the camera distortion. Therefore, two methods, image registration 
and 2D direct linear transformation, are studied to solve these problems. 
Experiment results show that the 2D direct linear transformation has a much 
better performance than the traditional scale factor based methodology 
especially when the optical of the camera is skewed with the image. To examine 
the dynamic performance, the vision-based displacement measurement system 
is employed to capture the high frequencies motions. Experiment results 
demonstrate a successful capture. Several commonly concerned topics are also 
discussed, such as the dependence of marker density and the influence of 
choosing different exposure periods.  
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There are still a large amount of work to be done in this area in the future, 
including multi-camera vision system, 3D camera calibration, field experiments, 
system automation and wireless communication for the camera device. 
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